
Chapter 3 

Vector Spaces and Subspaces 

3.1 Spaces of Vectors 

To a newcomer, matrix calculations involve a lot of numbers. To you, they involve vectors. 
The columns of Ax and AB are linear combinations of n vectors-the columns of A. 
This chapter moves from numbers and vectors to a third level of understanding (the highest 
level). Instead of individual columns, we look at "spaces" of vectors. Without seeing vector 
spaces and especially their subs paces, you haven't understood everything about Ax = b. 

Since this chapter goes a little deeper, it may seem a little harder. That is natural. We 
are looking inside the calculations, to find the mathematics. The author's job is to make it 
clear. The chapter ends with the "Fundamental Theorem of Linear Algebra". 

We begin with the most important vector spaces. They are denoted by Rl, R2, R3, 
R4 , .... Each space Rn consists of a whole collection of vectors. R5 contains all column 
vectors with five components. This is called "S-dimensional space". 

The components of v',are real numbers, which is the reason for the letter R. A vector whose 
n components are complex numbers lies in the space Cn . 

The vector space R2 is represented by the usual xy plane. Each vector v in R2 has two 
components. The word "space" asks us to think of all those vectors-the whole plane. 
Each vector gives the x and y coordinates of a point in the plane: v = (x, y). 

Similarly the vectors in R3 correspond to points (x, y, z) in three-dimensional space. 
The one-dimensional space R 1 is a line (like the x axis). As before, we print vectors as a 
column between brackets, or along a line using commas and parentheses: 

[~] isinR2, (l,1,Q,I,1)isinR5
, [~+:] isinC2. 

The great thing about linear algebra is that it deals easily with five-dimensional space. 
We don't draw the vectors, we just need the five numbers (or n numbers). 
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To multiply v by 7, multiply every component by 7. Here 7 is a "scalar". To add vectors 
in R5 , add them a component at a time. The two essential vector operations go on inside 
the vector space, and they produce linear combinations: 

We can add any vectors in Rn , and we can multiply any vector v by any scalar c. 

"Inside the vector space" means that the result stays in the space. If v is the vector in R4 
with components 1,0,0,1, then 2v is the vector in R4 with components 2,0,0,2. (In this 
case 2 is the scalar.) A whole series of properties can be verified in Rn. The commutative 
law is v + w = w + v; the distributive law is c(v + w) = cv + cwo There is a unique 
"zero vector" satisfying 0 + v = v. Those are three of the eight conditions listed at the 
start of the problem set. 

These eight conditions are required of every vector space. There are vectors other than 
column vectors, and vector spaces other than Rn , and all vector spaces have to obey the 
eight reasonable rules. 

A real vector space is a set of "vectors" together with rules for vector addition and for 
multiplication by real numbers. The addition and the multiplication must produce vectors 
that are in the space. And the eight conditions must be satisfied (which is usually no 
problem). Here are three vector spaces other than Rn : 

In M the "vectors" are really matrices. In F the vectors are functions. In Z the only addition 
is 0 + 0 = O. In each case we can add: matrices to matrices, functions to functions, zero 
vector to zero vector. We can mUltiply a matrix by 4 or a function by 4 or the zero vector 
by 4. The result is still in M or F or Z. The eight conditions are all easily checked. 

The function space F is infinite-dimensional. A smaller function space is P, or P n, 

containing all polynomials ao + alx + ... + anxn of degree n. 
The space Z is zero-dimensional (by any reasonable definition of dimension). It is the 

smallest possible vector space. We hesitate to call it RO, which means no components
you might think there was no vector. The vector space Z contains exactly one vector (zero). 
No space can do without that zero vector. Each space has its own zero vector-the zero 
matrix, the zero function, the vector (0,0,0) in R3. 

Subspaces 

At different times, we will ask you to think of matrices and functions as vectors. But at all 
times, the vectors that we need most are ordinary column vectors. They are vectors with 
n components-but maybe not all of the vectors with n components. There are important 
vector spaces inside Rn. Those are subspaces of Rn. 

Start with the usual three-dimensional space R 3 . Choose a plane through the origin 
(0,0,0). That plane is a vector space in its own right. IT we add two vectors in the plane, 
their sum is in the plane. If we multiply an in-plane vector by 2 or -5, it is still in the plane. 
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[~ !] = typical vector in M 

• 
smallest vector space 
zero vector only 

Figure 3.1: "Four-dimensional" matrix space M. The "zero-dimensional" space Z. 

A plane in three-dimensional space is not R2 (even if it looks like R2). The vectors have 
three components and they belong to R3. The plane is a vector space inside R3. 

This illustrates one of the most fundamental ideas in linear algebra. The plane going 
through (0,0,0) is a subspace of the full vector space R3. 
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. (ii) cv is in the subspace. 

In other words, the set of vectors is "closed" under addition v + w and multiplication cv 
(and cw). Those operations leave us in the subspace. We can also subtract, because -w is 
in the subspace and its sum with v is v - w. In short, all linear combinations stay in the 
subspace. 

All these operations follow the rules of the host space, so the eight required conditions 
are automatic. We just have to check the requirements for a subspace, so that we can take 
linear combinations. 

First fact: Every subspace contains the zero vector. The plane in R3 has to go through 
(0,0,0). We mention this separately, for extra emphasis, but it follows directly from rule (ii). 
Choose c = 0, and the rule requires Ov to be in the subspace. 

Planes that don't contain the origin fail those tests. When v is on such a plane, -v 
and Ov are not on the plane. A plane that misses the origin is not a subspace. 

Lines through the origin are also subs paces. When we multiply by 5, or add two 
vectors on the line, we stay on the line. But the line must go through (0,0,0). 
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Another subspace is all of R3. The whole space is a subspace (oj itself). Here is a list 
of all the possible subspaces of R 3 : 

(L) Any line through (0,0,0) 
(P) Any plane through (0,0,0) 

(R3) The whole space 
(Z) The single vector (0,0,0) 

If we try to keep only part of a plane or line, the requirements for a subspace don't hold. 
Look at these examples in R2. 

Example 1 Keep only the vectors (x, y) whose components are positive or zero (this is 
a quarter-plane). The vector (2,3) is included but (-2, -3) is not. So rule (ii) is violated 
when we try to multiply by c = -1. The quarter-plane is not a subspace. 

Example 2 Include also the vectors whose components are both negative. Now we have 
two quarter-planes. Requirement (ii) is satisfied; we can multiply by any c. But rule (i) 
now fails. The sum of v = (2,3) and w = (-3, -2) is (-1,1), which is outside the 
quarter-planes. Two quarter-planes don't make a subspace. 

Rules (i) and (ii) involve vector addition v + wand multiplication by scalars like c and 
d. The rules can be combined into a single requirement-the rule Jor subspaces: 

Example 3 Inside the vector space M of all 2 by 2 matrices, here are two subspaces: 

(U) All upper triangular matrices [~ ~] (D) All diagonal matrices [~ ~]. 

Add any two matrices in U, and the sum is in U. Add diagonal matrices, and the sum is 
diagonal. In this case D is also a subspace of U! Of course the zero matrix is in these 
subspaces, when a, b, and d all equal zero. 

To find a smaller subspace of diagonal matrices, we could require a = d. The matrices 
are multiples of the identity matrix I. The sum 21 + 31 is in this subspace, and so is 3 
times 41. The matrices c I form a "line of matrices" inside M and U and D. 

Is the matrix I a subspace by itself? Certainly not. Only the zero matrix is. Your mind 
\ 

will invent more subspaces of 2 by 2 matrices-write them down for Problem 5. 

The Column Space of A 

The most important subspaces are tied directly to a matrix A. We are trying to solve 
Ax = b. If A is not invertible, the system is solvable for some b and not solvable for 
other b. We want to describe the good right sides b-the vectors that can be written as A 
times some vector x. Those b' s form the "column space" of A. 

Remember that Ax is a combination of the columns of A. To get every possible b, we 
use every possible x. So start with the columns of A, and take all their linear combinations. 
This produces the column space of A. It is a vector space made up of column vectors. 

C (A) contains not just the n columns of A, but all their combinations Ax. 
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This column space is crucial to the whole book, and here is why. To solve Ax = b is 
to express b as a combination of the columns. The right side b has to be in the column 
space produced by A on the left side, or no solution! 

When b is in the column space, it is a combination of the columns. The coefficients in 
that combination give us a solution x to the system Ax = b. 

Suppose A is an m by n matrix. Its columns have m components (not n). So the 
columns belong to Rm. The column space of A is a subspace ofRm (not Rn). The set 
of all column combinations Ax satisfies rules (i) and (ii) for a subspace: When we add 
linear combinations or multiply by scalars, we still produce combinations of the columns. 
The word "subspace" is justified by taking all linear combinations. 

Here is a 3 by 2 matrix A, whose column space is a subspace ofR3. The column space 
of A is a plane in Figure 3.2. 

Example 4 

Plane = C(A) - all vectors Ax 

Figure 3.2: The column space C (A) is a plane containing the two columns. Ax = b is 
solvable when b is on that plane. Then b is a combination of the columns. 
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The column space of all combinations of the two columns fills up a plane in R3. 
We drew one particular b (a combination of the columns). This b = Ax lies on the plane. 
The plane has zero thickness, so most right sides b in R 3 are not in the column space. For 
most b there is no solution to our 3 equations in 2 unknowns. 

Of course (0,0,0) is in the column space. The plane passes through the origin. There 
is certainly a solution to Ax = O. That solution, always available, is x = __ 

To repeat, the attainable right sides b are exactly the vectors in the column space. One 
possibility is the first column itself-take Xl = 1 and X2 = 0. Another combination is the 
second column-take Xl = ° and X2 = 1. The new level of understanding is to see all 
combinations-the whole subspace is generated by those two columns. 

Notation The column space of A is denoted by C (A). Start with the columns and take all 
their linear combinations. We might get the whole Rm or only a subspace. 

Important Instead of columns in Rm , we could start with any set S of vectors in a vector 
space V. To get a subspace SS of V, we take all combinations of the vectors in that set: 

S set of vectors in V (probably not a subspace) 

SS all combinations of vectors in S 

·88, ........ all CI VI + ... + c NV N< ..•....•. the subspace of V "spanned" by S 

When S is the set of columns, SS is the column space. When there is only one nonzero 
vector V in S, the subspace SS is the line through v. Always SS is the smallest subspace 
containing S. This is a fundamental way to create subspaces and we will come back to it. 

The subspace SS is the "span" of S, containing all combinations of vectors in S. 

Example 5 Describe the column spaces (they are subspaces of R2) for 

I = [~ i] and A = [; ~ ] and B = [~ ~ ! l 
Solution The column space of I is the whole space R2. Every vector is a combination of 
the columns of I. In vector space language, C (/) is R2. 

The column space of A is only a line. The second column (2,4) is a multiple of the first 
column (1,2). Those vectors are different, but our eye is on vector spaces. The column 
space contains (1,2) and (2,4) and all other vectors (c, 2c) along that line. The equation 
Ax = b is only solvable when b is on the line. 

For the third matrix (with three columns) the column space C (B) is all of R2. Every 
b is attainable. The vector b = (5,4) is column 2 plus column 3, so x can be (0,1,1). 
The same vector (5,4) is also 2(column 1) + column 3, so another possible x is (2,0,1). 
This matrix has the same column space as I-any b is allowed. But now x has extra 
components and there are more solutions-more combinations that give b. 

The next section creates a vector space N (A), to describe all the solutions of Ax = O. 
This section created the column space C (A), to describe all the attainable right sides b. 
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• REVIEW OF THE KEY IDEAS • 

1. Rn contains all column vectors with n real components. 

2. M (2 by 2 matrices) and F (functions) and Z (zero vector alone) are vector spaces. 

3. A subspace containing v and w must contain all their combinations cv + d w. 

4. The combinations of the columns of A form the column space C (A). Then the 
column space is "spanned" by the columns. 

5. Ax = b has a solution exactly when b is in the column space of A. 

• WORKED EXAMPLES • 

3.1 A We are given three different vectors b I , b 2, b 3. Construct a matrix so that the 
equations Ax = bi and Ax = b2 are solvable, but Ax = b3 is not solvable. How can you 
decide if this is possible? How could you construct A? 

Solution We want to have b i and b2 in the column space of A. Then Ax = b i and 
Ax = b2 will be solvable. The quickest way is to make b I and b2 the two columns of A. 
Then the solutions are x = (1,0) and x = (0,1). 

Also, we don't want Ax = b 3 to be solvable. So don't make the column space any 
larger! Keeping only the columns of b i and b2 , the question is: 

Is Ax = [b l b2 ] [ ~~ ] = b3 solvable? Is b3 a combination of bland b2? 

If the answer is no, we have the desired matrix A. If the answer is yes, then it is not possible 
to construct A. When the column space contains b i and b2 , it will have to contain all their 
linear combinations. So b3 would necessarily be in that column space and Ax = b3 would 
necessarily be solvable. 

3.1 B Describe a subspace S of each vector space V, and then a subspace SS of S. 

VI = all combinations of (1, 1,0,0) and (1, 1, 1,0) and (1, 1, 1, 1) 
V 2 = all vectors perpendicular to u = (1,2, 1), so u . v = ° 
V 3 = all symmetric 2 by 2 matrices (a subspace of M) 
V 4 = all solutions to the equation d 4 Y / dx4 = ° (a subspace of F) 

Describe each V two ways: All combinations of .... , all solutions of the equations . ... 



3.l. Spaces of Vectors 127 

Solution V I starts with three vectors. A subspace S comes from all combinations of the 
first two vectors (1, 1,0,0) and (1, 1, 1,0). A subspace SS of S comes from all multiples 
(c, C, 0, 0) of the first vector. So many possibilities. 

A subspace S of V 2 is the line through (1, -1, 1). This line is perpendicular to u. The 
vector x = (0,0,0) is in S and all its multiples cx give the smallest subspace SS = Z. 

The diagonal matrices are a subspace S of the symmetric matrices. The multiples c I 
are a subspace SS of the diagonal matrices. 

V4 contains all cubic polynomials y = a + bx + cx2 + dx3, with d 4yjdx4 = O. 
The quadratic polynomials give a subspace S. The linear polynomials are one choice of 
SS. The constants could be SSS. 

In all four parts we could take S = V itself, and SS = the zero subspace Z. 
Each V can be described as all combinations of .... and as all solutions of .... : 

V I = all combinations of the 3 vectors V I = all solutions of VI - V2 = 0 

V 2 = all combinations of (1,0, -1) and (1, -1, 1) are solutions of u . v = O. 

V 3 = all combinations of [A g ], [~ A], [g ~ ]. V 3 = all solutions [~ ~] of b = c 

V 4 = all combinations of 1, x, x 2, x 3 V 4 = all solutions to d 4 y j dx4 = O. 

Problem Set 3.1 

The first problems 1-8 are about vector spaces in general. The vectors in those spaces 
are not necessarily column vectors. In the definition of a vector space, vector addition 
x + y and scalar multiplication ex must obey the following eight rules: 

(1) x + y = y + x 

(2) x + (y + z) = (x + y) + z 

(3) There is a unique "zero vector" such that x + 0 = x for all x 

(4) For each x there is l), unique vector -x such that x + (-x) = 0 

(5) 1 times x equals x 

(6) (CIC2)X = CI(C2X) 

(7) c(x + y) = cx + cy 

(8) (CI + C2)X = CIX + C2X. 

1 Suppose (Xl, X2) + (Yl. Y2) is defined to be (Xl + Y2, X2 + yd. With the usual 
multiplication cx = (CXl, CX2), which of the eight conditions are not satisfied? 

2 Suppose the multiplication cx is defined to produce (CXI' 0) instead of (CXl' eX2). 
With the usual addition in R2, are the eight conditions satisfied? 
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3 (a) Which rules are broken if we keep only the positive numbers x > 0 in R I? 
Every e must be allowed. The half-line is not a subspace. 

(b) The positive numbers with x + y and ex redefined to equal the usual x y and 
XC do satisfy the eight rules. Test rule 7 when e = 3, x = 2, Y = 1. (Then 
x + y = 2 and ex = 8.) Which number acts as the "zero vector"? 

4 The matrix A = [~=~] is a "vector" in the space M of all 2 by 2 matrices. Write 
down the zero vector in this space, the vector t A, and the vector -A. What matrices 
are in the smallest subspace containing A? 

5 (a) Describe a subspace of M that contains A = [A g] but not B = [g -1], 
(b) If a subspace of M contains A and B, must it contain I? 

(c) Describe a subspace of M that contains no nonzero diagonal matrices. 

6 The functions f (x) = x 2 and g(x) = 5x are "vectors" in F. This is the vector 
space of all real functions. (The functions are defined for -00 < x < 00.) The 
combination 3 I (x) - 4g (x) is the function h (x) = __ 

7 Which rule is broken if multiplying I(x) bye gives the function f(ex)? Keep the 
usual addition f (x) + g(x). 

8 If the sum of the "vectors" I(x) and g(x) is defined to be the function f(g(x», 
then the "zero vector" is g (x) = x. Keep the usual scalar multiplication e f (x) and 
find two rules that are broken. 

Questions 9-18 are about the "subspace requirements": x + y and ex (and then all 
linear combinations ex + d y ) stay in the subspace. 

9 One requirement can be met while the other fails. Show this by finding 

(a) A set of vectors in R2 for which x + y stays in the set but tx may be outside. 

(b) A set of vectors in R2 (other than two quarter-planes) for which every ex stays 
in the set but x + y may be outside. 

10 Which of the following subsets of R3 are actually subspaces? 
\ 

(a) The plane of vectors (b I , b2 , b3) with b i = b2 • 

(b) The plane of vectors with b i = 1. 

(c) The vectors with b1b2 b3 = o. 
(d) All linear combinations of v = (1,4,0) and w = (2,2,2). 

(e) All vectors that satisfy b i + b2 + b3 = O. 

(f) All vectors with b i < b2 < b3 • 

11 Describe the smallest subspace of the matrix space M that contains 

(a) [~ 6] and [6 ~] (b) [~ ~] (c) [~ 6] and [~ ~ l 
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12 Let P be the plane in R3 with equation x + y - 2z = 4. The origin (0,0,0) is not 
in P! Find two vectors in P and check that their sum is not in P. 

13 Let Po be the plane through (0,0,0) parallel to the previous plane P. What is the 
equation for Po? Find two vectors in Po and check that their sum is in Po. 

14 The subspaces ofR3 are planes, lines, R3 itself, or Z containing only (0,0,0). 

15 

(a) Describe the three types of subspaces of R2. 

(b) Describe all subspaces of D, the space of 2 by 2 diagonal matrices. 

(a) The intersection of two planes through (0,0,0) is probably a __ but it could 
be a . It can't be Z! 

(b) The intersection of a plane through (0,0,0) with a line through (0,0,0) is prob-
ably a but it could be a __ 

(c) If Sand Tare subspaces of R5, prove that their intersection S nTis a 
subspace of R5. Here S n T consists of the vectors that lie in both subspaces. 
Cheek the requirements on x + y and ex. 

16 Suppose P is a plane through (0,0,0) and L is a line through (0,0,0). The smallest 
vector space containing both P and L is either or __ 

17 (a) Show that the set of invertible matrices in M is not a subspace. 

(b) Show that the set of singular matrices in M is not a subspace. 

18 True or false (check addition in each case by an example): 

(a) The symmetric matrices in M (with AT = A) form a subspace. 

(b) The skew-symmetric matrices in M (with AT = -A) form a subspace. 

(c) The unsymmetric matrices in M (with AT =I- A) form a subspace. 

Questions 19-27 are about column spaces C (A) and the equation Ax = b. 
'. 

19 Describe the column spaces (lines or planes) of these particular matrices: 

A = U ~] and B = [~ ~] and C = U ~l 
20 For which right sides (find a condition on bl , b2 , b3 ) are these systems solvable? 

(a) [; ~ ~] [~~] = [~~] 
-1 -4 -2 X3 b3 

(b) 
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21 Adding row 1 of A to row 2 produces B. Adding column 1 to column 2 produces C. 
A combination of the columns of (B or C ?) is also a combination of the columns of 
A. Which two matrices have the same column ? 

A = [~ ~ ] and B = [; ~ ] and C = [~ ~ ] . 

22 For which vectors (b I , b2 , b3) do these systems have a solution? 

23 (Recommended) If we add an extra column b to a matrix A, then the column space 
gets larger unless . Give an example where the column space gets larger and 
an example where it doesn't. Why is Ax = b solvable exactly when the column 
space doesn't get larger-it is the same for A and [A b]? 

24 The columns of AB are combinations of the columns of A. This means: The column 
space of AB is contained in (possibly equal to) the column space of A. Give an 
example where the column spaces of A and A B are not equal. 

25 Suppose Ax = band Ay = b* are both solvable. Then Az = b + b* is solvable. 
What is z? This translates into: If band b* are in the column space C (A), then 
b + b * is in C (A). 

26 If A is any 5 by 5 invertible matrix, then its column space is __ . Why? 

27 True or false (with a counterexample if false): 

(a) The vectors b that are not in the column space C (A) form a subspace. 

(b) If C (A) contains only the zero vector, then A is the zero matrix. 

(c) The column space of 2A equals the column space of A. 

(d) The column space of A - I equals the column space of A (test this). 

28 Construct a 3 by 3 matrix whose column space contains (1, 1,0) and (1,0,1) but not 
(1,1, 1). Construct a 3 by 3 matrix whose column space is only a line. 

29 If the 9 by 12 system Ax = b is solvable for every b, then C (A) = __ 
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Challenge Problems 

30 Suppose Sand T are two subspaces of a vector space V. 

(a) Definition: The sum S + T contains all sums s + t of a vector s in S and a 
vector t in T. Show that S + T satisfies the requirements (addition and scalar 
multiplication) for a vector space. 

(b) If Sand T are lines in Rm , what is the difference between S + T and S U T? 
That union contains all vectors from S or T or both. Explain this statement: 
The span of S U T is S + T. (Section 3.5 returns to this word "span".) 

31 If S is the column space of A and Tis C (B), then S + T is the column space of what 
matrix M? The columns of A and Band M are all in Rm. (I don't think A + B is 
always a correct M.) 

32 Show that the matrices A and [A AB] (with extra columns) have the same column 
space. But find a square matrix with C (A2) smaller than C (A). Important point: 

An n by 11 matrix has C (A) = Rn exactly when A is an __ matrix. 
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3.2 The Nullspace of A: Solving Ax == 0 

This section is about the subspace containing all solutions to Ax = O. The m by n matrix 
A can be square or rectangular. One immediate solution is x = O. For invertible matrices 
this is the only solution. For other matrices, not invertible, there are nonzero solutions to 
Ax = O. Each solution x belongs to the nulls pace of A. 

Elimination will find all solutions and identify this very important subspace. 
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Check that the solution vectors form a subspace. Suppose x and yare in the nullspace (this 
means Ax = 0 and Ay = 0). The rules of matrix multiplication give A(x + y) = 0 + O. 
The rules also give A (c x) = cO. The right sides are still zero. Therefore x + y and ex are 
also in the nullspace N (A). Since we can add and multiply without leaving the nullspace, 
it is a subspace. 

To repeat: The solution vectors x have n components. They are vectors in Rn
, so the 

nullspace is a subspace of Rn. The column space C (A) is a subspace of Rm. 
If the right side b is not zero, the solutions of Ax = b do not form a subspace. The 

vector x = 0 is only a solution if b = O. When the set of solutions does not include x = 0, 
it cannot be a subspace. Section 3.4 will show how the solutions to Ax = b (if there are 
any solutions) are shifted away from the origin by one particular solution. 

Example 1 x + 2y + 3z = 0 comes from the 1 by 3 matrix A = [I 2 3]. This 
equation Ax = 0 produces a plane through the origin (0,0,0). The plane is a subspace of 
R3. It is the nullspace of A. 

The solutions to x + 2y + 3z = 6 also form a plane, but not a subspace. 

Example 2 Describe the nullspace of A = [~ ~ ]. This matrix is singular! 

Solution Apply elimination to the linear equations Ax = 0: 

Xl + 2X2 = 0 
'3XI + 6X2 = 0 

There is really only one equation. The second equation is the first equation multiplied by 
3. In the row picture, the line Xl + 2X2 = 0 is the same as the line 3XI + 6X2 = O. That 
line is the nullspace N (A). It contains all solutions (Xl, X2). 

To describe this line of solutions, here is an efficient way. Choose one point on the line 
(one "special solution"). Then all points on the line are multiples of this one. We choose 
the second component to be X2 = 1 (a special choice). From the equation Xl + 2X2 = 0, 
the first component must be Xl = -2. The special solution sis (-2,1): 

Special 
solution 
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This is the best way to describe the nullspace, by computing special solutions to Ax = O. 
This example has one special solution and the nullspace is a line. 

The nullspace consists of all combinations of the special solutions. 

The plane x + 2y + 3z = ° in Example 1 had two special solutions: 

[1 2 3] G] = 0 has the special solutionss, = [-n and'2 = [ -~] . 
Those vectors s I and S2 lie on the plane x + 2y + 3z = 0, which is the nullspace of 
A = [1 2 3]' All vectors on the plane are combinations of SI and S2. 

Notice what is special about s 1 and S2. They have ones and zeros in the last two 
components. Those components are "free" and we choose them specially. Then the first 
components -2 and -3 are determined by the equation Ax = O. 

The first column of A = [1 2 3] contains the pivot, so the first component of x is 
not free. The free components correspond to columns without pivots. This description of 
special solutions will be completed after one more example. 

The special choice (one or zero) is only for the free variables. 

Example 3 Describe the nullspaces of these three matrices A, B, C: 

A = [~ ~] B _ [ A] -- 2A -

1 2 
3 8 
2 4 
6 16 

Solution The equation Ax = 0 has only the zero solution x = O. The nul/space is Z. 
It contains only the single point x = 0 in R2. This comes from elimination: 

[ ~ ~] [ ~~] = [~] yields [~ ;] [ ~~] = [~] and [~~ ~] . 
A is invertible. There are no special solutions. All columns of this A have pivots. 

The rectangular matrix B has the same nullspace Z. The first two equations in B x = 0 
again require x = O. The last two equations would also force x = O. When we add 
extra equations, the nullspace certainly cannot become larger. The extra rows impose more 
conditions on the vectors x in the nUllspace. 

The rectangular matrix C is different. It has extra columns instead of extra rows. The 
solution vector x has four components. Elimination will produce pivots in the first two 
columns of C, but the last two columns are "free". They don't have pivots: 

~ ~ 1~] becomes U = [~ ; 

t t 

For the free variables X3 and X4, we make special choices of ones and zeros. First X3 = 1, 
X4 = ° and second X3 = 0, X4 = 1. The pivot variables Xl and X2 are determined by the 
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equation U x = O. We get two special solutions in the nullspace of C (which is also the 
nullspace of U). The special solutions are SI and S2: 

-2 0 ~ pivot 
0 

and S2 = -2 ~ variables 
SI = 1 0 ~ free 

0 1 ~ variables 

One more comment to anticipate what is coming soon. Elimination will not stop at the 
upper triangular U! We can continue to make this matrix simpler, in two ways: 

:,y,,":" ',; ,',-,'.': '. 

,:," .' '-;':,'):\'.-":'.t':'\:,-,. -,":~ r ;,~'-'/?<:: t'::'",· 

Those steps don't change the zero vector on the right side of the equation. The nullspace 
stays the same. This nullspace becomes easiest to see when we reach the reduced row 
echelonform R. It has I in the pivot columns: 

Reduced 
formR ;; 

." ,- -.'. : .:\,:x·;>.~' . • c·.... .; 

. '.! now the pivot columns contain I ; 
.. ,--,-:-- . 

I subtracted row 2 of U from row 1, and then multiplied row 2 by t. The original two 
equations have simplified to Xl + 2X3 = 0 and X2 + 2X4 = O. 

The first special solution is still SI = (-2,0,1,0), and S2 is also unchanged. Special 
solutions are much easier to find from the reduced system Rx = O. 

Before moving to m by n matrices A and their nullspaces N (A) and special solutions, 
allow me to repeat one comment. For many matrices, the only solution to Ax = 0 is x = O. 
Their nullspaces N (A) .. = Z contain only that zero vector. The only combination of the 
columns that produces b = 0 is then the "zero combination" or "trivial combination". 
The solution is trivial (just x = 0) but the idea is not trivial. 

This case of a zero nullspace Z is of the greatest importance. It says that the columns 
of A are independent. No combination of columns gives the zero vector (except the zero 
combination). All columns have pivots, and no columns are free. You will see this idea of 
independence again ... 

Solving Ax = 0 by Elimination 

This is important. A is rectangular and we still use elimination. We solve m equations in 
n unknowns when b = O. Mter A is simplified by row operations, we read off the solution 
(or solutions). Remember the two stages (forward and back) in solving Ax = 0: 
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1. Forward elimination takes A to a triangular U (or its reduced fonn R). 

2. Back substitution in U x = 0 or Rx = 0 produces x. 

You will notice a difference in back substitution, when A and U have fewer than n 
pivots. We are allowing all matrices in this chapter, not just the nice ones (which are 
square matrices with inverses). 

Pivots are still nonzero. The columns below the pivots are still zero. But it might 
happen that a column has no pivot. That free column doesn't stop the calculation. Go on 
to the next column. The first example is a 3 by 4 matrix with two pivots: 

A = [i i ~ I~]. 
3 3 10 13 

Certainly a 11 = I is the first pivot. Clear out the 2 and 3 below that pivot: 

[
1 I 2 3] 

A~ 0 0 4 4 
o 0 4 4 

(subtract 2 x row 1) 
(subtract 3 x row I) 

The second column has a zero in the pivot position. We look below the zero for a nonzero 
entry, ready to do a row exchange. The entry below that position is also zero. Elimination 
can do nothing with the second column. This signals trouble, which we expect anyway for 
a rectangular matrix. There is no reason to quit, and we go on to the third column. 

The second pivot is 4 (but it is in the third column). Subtracting row 2 from row 3 clears 
out that column below the pivot. The pivot columns are 1 and 3: 

The fourth column also has a.. zero in the pivot position-but nothing can be done. There 
is no row below it to exchange, and forward elimination is complete. The matrix has three 
rows, four columns, and only two pivots. The original Ax = 0 seemed to involve three 
different equations, but the third equation is the sum of the first two. It is automatically 
satisfied (0 = 0) when the first two equations are satisfied. Elimination reveals the inner 
truth about a system of equations. Soon we push on from U to R. 

Now comes back substitution, to find all solutions to U x = O. With four unknowns 
and only two pivots, there are many solutions. The question is how to write them all down. 
A good method is to separate the pivot variables from thefree variables. 

li,i.;"::'e'~:.;,~-,~~;iV~~·~~~i~~I~~;~~~~-: and X3· i.~~!~~.~~~:~!~~~)~;.~~~~~fP,tr~~;;.,\·'" 
1,:, ¥: .. , The free vanables are X2 and X4. : fP:()I~Wp.s 2 a!1d' 4· h~y.e n;o ,P~VQts.~ , .. ' , 
~:: . .:~.:",~:,;~ • .-,~';_:'.'.'~ ~ .. ' " ,., :.~._:,::,.~.::,:,:.-~',:, .•. ~.; "':':.~'"'.:_'. .. ,~':~'.~ '::,',M':::, : .. ,,,~_.'~.:.:'.;.:.: .. ~\r.: -. -. .,': .. _'_'--'": ... : -:<", -:.< :,~: '~/"~ ,:~:< ;~ .. ~;;'~' .. .\',',:;, '\_-. ; ~:,:':_-~' ':, :; .,. \ ,'."!, •.. -- • .;"'.':, ' ... ~.;.:,< ~~,;' '. 
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The free variables X2 and X4 can be given any values whatsoever. Then back substitution 
finds the pivot variables Xl and X3. (In Chapter 2 no variables were free. When A is 
invertible, all variables are pivot variables.) The simplest choices for the free variables are 
ones and zeros. Those choices give the special solutions. 

Special solutions to Xl + X2 + 2X3 + 3X4 = 0 and 4X3 + 4X4 = 0 

• Set X2 = 1 and X4 = O. By back substitution X3 = O. Then Xl = -1. 

• Set X2 = 0 and X4 = 1. By back substitution X3 = -1. Then Xl = -1. 

These special solutions solve U x = 0 and therefore Ax = O. They are in the nullspace. 
The good thing is that every solution is a combination of the special solutions . 

. . -' ..... . :~"" " . 

.. ~~~;j;i~~~' 
~l(}icA.~;)i(){,; .. ' .,'. 

-1 -1 
1 0 
0 + X4 -1 (1) 
0 1 

.... 

Please look again at that answer. It is the main goal of this section. The vector s I 
(-1, 1,0,0) is the special solution when X2 = 1 and X4 = O. The second special solution 
has X2 = 0 and X4 = 1. All solutions are linear combinations of s I and S2- The special 
solutions are in the nullspace N (A), and their combinations fill out the whole nUllspace. 

The MATLAB code null basis computes these special solutions. They go into the columns 
of a nullspace matrix N. The complete solution to Ax = 0 is a combination of those 
columns. Once we have the special solutions, we have the whole nUllspace. 

There is a special solution for each free variable. If no variables are free-this means 
there are n pivots-then the only solution to U x = 0 and Ax = 0 is the trivial solution 
x = O. All variables are pivot variables. In that case the nullspaces of A and U contain 
only the zero vector. With no free variables, and pivots in every column, the output from 
nullbasis is an empty m~trix. The nullspace with n pivots is Z. 

Example 4 Find the nullspace of U = [~ ~ ~]. 
The second column of U has no pivot. SO X2 is free. The special solution has X2 = 1. Back 
substitution into 9X3 = 0 gives X3 = O. Then Xl + 5X2 = 0 or Xl = -5. The solutions to 
U x = 0 are multiples of one special solution: 

The nullspace of U is a line in R 3 . 

It contains multiples of the special solution s = (-5, 1,0). 
One variable is free, and N = nullbasis (U) has one column s. 

In a minute elimination will get zeros above the pivots and ones in the pivots_ 
By continuing elimination on U, the 7 is removed and the pivot changes from 9 to 1. 
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The final result will be the reduced row echelon form R: 

U = [~ ~ ~] reduces to R = [~ ~ ~] = rref(U). 

This makes it even clearer that the special solution (column of N) is s = (-5, 1,0). 

Echelon Matrices 

Forward elimination goes from A to U. It acts by row operations, including row exchanges. 
It goes on to the next column when no pivot is available in the current column. The m by n 
"staircase" U is an echelon matrix. 

Here is a 4 by 7 echelon matrix with the three pivots p highlighted in boldface: 

Question What are the column space and the nullspace for this matrix? 

Answer The columns have four components so they lie in R4. (Not in R3!) The fourth 
component of every column is zero. Every combination of the columns-every vector 
in the column space-has fourth component zero. The column space C (U) consists of 
all vectors of the form (b I , b2 , b3 , 0). For those vectors we can solve U x = b by back 
substitution. These vectors b are all possible combinations of the seven columns. 

The nullspace N (U) is a subspace of R 7 . The solutions to U x = 0 are all the combi
nations of the four special solutions-one for each free variable: 

1. Columns 3,4,5,7 have no pivots. So the free variables are X3, X4, XS, X7. 

2. Set one free variable to I and set the other free variables to zero. 

3. Solve U x = 0 for the pivot variables Xl, X2, X6. 

4. This gives one of the four special solutions in the nullspace matrix N. 

The nonzero rows of an echelon matrix go down in a staircase pattern. The pivots are 
the first nonzero entries in those rows. There is a column of zeros below every pivot. 

Counting the pivots leads to an extremely important theorem. Suppose A has more 
columns than rows. With n > m there is at least one free variable. The system Ax = 0 
has at least one special solution. This solution is not zero! 
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A short wide matrix (n > m) always has nonzero vectors in its nUllspace. There must be at 
least n - m free variables, since the number of pivots cannot exceed m. (The matrix only 
has m rows, and a row never has two pivots.) Of course a row might have no pivot-which 
means an extra free variable. But here is the point: When there is a free variable, it can be 
set to 1. Then the equation Ax = 0 has a nonzero solution. 

To repeat: There are at most m pivots. With n > m, the system Ax = 0 has a 
nonzero solution. Actually there are infinitely many solutions, since any mUltiple cx is 
also a solution. The nullspace contains at least a line of solutions. With two free variables, 
there are two special solutions and the nullspace is even larger. 

The nullspace is a subspace. Its "dimension" is the number of free variables. This 
central idea-the dimension of a subspace-is defined and explained in this chapter. 

The Reduced Row Echelon Matrix R 

From an echelon matrix U we go one more step. Continue with a 3 by 4 example: 

[
1 1 2 3] 

U= 0 0 4 4 . 
o 0 0 0 

We can divide the second row by 4. Then both pivots equal 1. We can subtract 2 times this 
new row [0 0 1 1] from the row above. The reduced row echelon matrix R has zeros 
above the pivots as well as below: 

!~~~:d~:;iX ~~L";h~N~l':t'{~!liii\~I!j =!:::;' 
R has 1 's as pivots. Zeros above pivots come from upward elimination. 

Important If A is invertible, its reduced row echelonform is the identity matrix R = I. 
This is the ultimate in row reduction. Of course the nullspace is then Z. 

The zeros in R make it easy to find the special solutions (the same as before): 

1. Set X2 = 1 and X4 = O. Solve Rx = O. Then Xl = -1 and X3 = O. 

Those numbers -1 anci"O are sitting in column 2 of R (with plus signs). 

2. Set X2 = 0 and X4 = 1. Solve Rx = O. Then Xl = -1 andx3 = -1. 

Those numbers -1 and -1 are sitting in column 4 (with plus signs). 

By reversing signs we can read off the special solutions directly from R. The nullspace 
N (A) = N (U) = N (R) contains all combinations of the special solutions: 

-1 -1 
1 0 

x = X2 0 +X4 -1 
= (complete solution of Ax = 0). 

0 1 

The next section of the book moves firmly from U to the row reduced form R. The 
MATLAB command [R, pivcol ] = rref(A) produces R and also a list of the pivot columns. 
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• REVIEW OF THE KEY IDEAS • 

1. The nullspace N (A) is a subspace of Rn. It contains all solutions to Ax = O. 

2. Elimination produces an echelon matrix U, and then a row reduced R, with pivot 
columns and free columns. 

3. Every free column of U or R leads to a special solution. The free variable equals I 
and the other free variables equal O. Back substitution solves Ax = O. 

4. The complete solution to Ax = 0 is a combination of the special solutions. 

5. If n > m then A has at least one column without pivots, giving a special solution. So 
there are nonzero vectors x in the nullspace of this rectangular A. 

• WORKED EXAMPLES • 

3.2 A Create a 3 by 4 matrix whose special solutions to Ax = 0 are S 1 and S2: 

-3 -2 
I 

and 
0 pivot columns I and 3 

SI = 0 S2 = -6 free variables X2 and X4 

0 1 

You could create the matrix A in row reduced form R. Then describe all possible matrices 
A with the required nullspace N(A) = all combinations of S1 and S2. 

Solution The reduced matrix R has pivots = I in columns I and 3. There is no third 
pivot, so the third row of R is all zeros. The free columns 2 and 4 will be combinations of 
the pivot columns: 

3 02] 
016 
000 

has RSI = 0 and RS 2 = O. 

The entries 3,2,6 in R are the negatives of -3, -2, -6 in the special solutions! 
R is only one matrix (one possible A) with the required nullspace. We could do any 

elementary operations on R-exchange rows, multiply a row by any c =J. 0, subtract any 
multiple of one row from another. R can be multiplied (on the left) by any invertible 
matrix, without changing its nullspace. 

Every 3 by 4 matrix has at least one special solution. These matrices have two. 
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3.2 B Find the special solutions and describe the complete solution to Ax = 0 for 

[ 
0 0 0 0] 

Al = 0 0 0 0 

Which are the pivot columns? Which are the free variables? What is R in each case? 

Solution A 1 X = 0 has four special solutions. They are the columns S 1, S 2, S 3, S 4 of the 
4 by 4 identity matrix. The nullspace is all of R4. The complete solution to Alx = 0 is 
any x = CISI + C2S2 + C3S3 + C4S4 in R4. There are no pivot columns; all variables are 
free; the reduced R is the same zero matrix as AI. 

A2 x = 0 has only one special solution S = (-2,1). The multiples x = cs give the 
complete solution. The first column of A2 is its pivot column, and X2 is the free variable. 
The row reduced matrices R2 for A2 and R3 for A3 = [A2 A 2 ] have l's in the pivot: 

[
12 1 2] 

[ A2 A2 ] --* R3 = 0 0 0 0 

Notice that R3 has only one pivot column (the first column). All the variables X2, X3, X4 

are free. There are three special solutions to A3 x = 0 (and also R3 x = 0): 

With r pivots, A has n - r free variables. Ax = 0 has n - r special solutions. 

Problem Set 3.2 

Questions 1-4 and 5-8 are about the matrices in Problems 1 and 5. 

1 Reduce these matrices to their ordinary echelon forms U: 

[
1 2 2 4 6] 

(a) A = 1 2 3 6 9 
0'·0123 

~) B = [~ : n 
Which are the free variables and which are the pivot variables? 

2 For the matrices in Problem 1, find a special solution for each free variable. (Set the 
free variable to 1. Set the other free variables to zero.) 

3 By combining the special solutions in Problem 2, describe every solution to Ax = 0 
and B x = O. The nullspace contains only x = 0 when there are no __ 

4 By further row operations on each U in Problem 1, find the reduced echelon form R. 
True or false: The nullspace of R equals the nullspace of U. 

5 By row operations reduce each matrix to its echelon form U. Write down a 2 by 2 
lower triangular L such that B = L U . 
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[
-1 

(a) A = -2 3 5] 
6 10 (b) B = [ ~ 3 

6 
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6 For the same A and B, find the special solutions to Ax = 0 and B x = O. For an m by 
n matrix, the number of pivot variables plus the number of free variables is __ 

7 In Problem 5, describe the nUllspaces of A and B in two ways. Give the equations 
for the plane or the line, and give all vectors x that satisfy those equations as combi
nations of the special solutions. 

8 Reduce the echelon forms U in Problem 5 to R. For each R draw a box around the 
identity matrix that is in the pivot rows and pivot columns. 

Questions 9-17 are about free variables and pivot variables. 

9 True or false (with reason if true or example to show it is false): 

(a) A square matrix has no free variables. 

(b) An invertible matrix has no free variables. 

(c) An m by n matrix has no more than n pivot variables. 

(d) An m by n matrix has no more than m pivot variables. 

10 Construct 3 by 3 matrices A to satisfy these requirements (if possible): 

(a) A has no zero entries but U = I. 

(b) A has no zero entries but R = I. 

(c) A has no zero entries but R = U. 

(d) A = U = 2R. 

11 Put as many 1 's as possible in a 4 by 7 echelon matrix U whose pivot columns are 

(a) 2,4,5 

(b) 1,3,6,7 

(c) 4 and 6. 

12 Put as many l's as possible in a 4 by 8 reduced echelon matrix R so that the free 
columns are 

(a) 2,4,5,6 

(b) 1,3,6, 7, 8. 

13 Suppose column 4 of a 3 by 5 matrix is all zero. Then X4 is certainly a __ 
variable. The special solution for this variable is the vector x = __ 

14 Suppose the first and last columns of a 3 by 5 matrix are the same (not zero). Then 
__ is a free variable. Find the special solution for this variable. 
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15 Suppose an m by n matrix has r pivots. The number of special solutions is __ 
The nullspace contains only x = 0 when r = . The column space is all of 
Rm whenr = __ 

16 The nullspace of a 5 by 5 matrix contains only x = 0 when the matrix has __ 
pivots. The column space is R5 when there are pivots. Explain why. 

17 The equation x - 3y - z = 0 determines a plane in R3. What is the matrix A in 
this equation? Which are the free variables? The special solutions are (3, 1,0) and 

18 (Recommended) The plane x - 3 Y - z = 12 is parallel to the plane x - 3 Y - z = 0 in 
Problem 17. One particular point on this plane is (12,0,0). All points on the plane 
have the form (fill in the first components) 

19 Prove that U and A = LU have the same nullspace when L is invertible: 

If Ux = 0 then LUx = O. If LUx = 0, how do you know Ux = 07 

20 Suppose column 1 + column 3 + column 5 = 0 in a 4 by 5 matrix with four pivots. 
Which column is sure to have no pivot (and which variable is free)? What is the 
special solution? What is the nullspace? 

Questions 21-28 ask for matrices (if possible) with specific properties. 

21 Construct a matrix whose nullspace consists of all combinations of (2,2,1,0) and 
(3,1,0,1). 

22 Construct a matrix whose nullspace consists of all multiples of (4, 3, 2,1). 

23 Construct a matrix whose column space contains (1, 1, 5) and (0, 3, 1) and whose 
nullspace contains (1, 1,2). 

24 Construct a matrix whose column space contains (1, 1,0) and (0,1,1) and whose 
nullspace contains (1,0,1) and (0,0,1). 

25 Construct a matrix whose column space contains (1, 1, 1) and whose nullspace is the 
line of multiples of (1, 1, 1, 1). 

26 Construct a 2 by 2 matrix whose nullspace equals its column space. This is possible. 

27 Why does no 3 by 3 matrix have a nullspace that equals its column space? 

28 If AB = 0 then the column space of B is contained in the __ of A. Give an 
example of A and B. 



3.2. The Nullspace of A: Solving Ax = 0 143 

29 The reduced form R of a 3 by 3 matrix with randomly chosen entries is almost sure 
to be . What R is virtually certain if the random A is 4 by 3? 

30 Show by example that these three statements are generally false: 

(a) A and AT have the same nullspace. 

(b) A and AT have the same free variables. 

(c) If R is the reduced form rref(A) then RT is rref(AT). 

31 If the nullspace of A consists of all multiples of x = (2, 1,0, 1), how many pivots 
appear in U? What is R? 

32 If the special solutions to Rx = 0 are in the columns of these N, go backward to 
find the nonzero rows of the reduced matrices R: 

N = D ~] wd N = [n and N = [ ] (emp~ 3 by 1). 

33 (a) What are the five 2 by 2 reduced echelon matrices R whose entries are all O's 
and 1 's? 

(b) What are the eight 1 by 3 matrices containing only O's and 1 's? Are all eight of 
them reduced echelon matrices R? 

34 Explain why A and -A always have the same reduced echelon form R. 

Challenge Problems 

35 If A is 4 by 4 and invertible, describe all vectors in the nulls pace of the 4 by 8 matrix 
B = [A A]. 

36 How is the nullspace N(C) related to the spaces N(A) and N(B), if C = [ ~ ]? 
37 Kirchhoff's Law says that current in = current out at every node. This network has 

six currents Yl, ... ,Y6 (the arrows show the positive direction, each Yi could be 
positive or negative). Find the four equations Ay = 0 for Kirchhoff's Law at the 
four nodes. Find three special solutions in the nullspace of A. 

Yl 
1------------2 

4 

Y2 
Y6 

3 
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3.3 The Rank and the Row Reduced Form 

The numbers m and n give the size of a matrix-but not necessarily the true size of a linear 
system. An equation like 0 = 0 should not count. If there are two identical rows in A, 
the second one disappears in elimination. Also if row 3 is a combination of rows I and 2, 
then row 3 will become all zeros in the triangular U and the reduced echelon form R. 
We don't want to count rows of zeros. The true size of A is given by its rank: 

That definition is computational, and I would like to say more about the rank r. 
The matrix will eventually be reduced to r nonzero rows. Start with a 3 by 4 example. 

Four columns A = [~ ~ ; ~]. (1) 
How many pivots? 1 3 2 6 

The first two columns are (1,1,1) and (1,2,3), going in different directions. Those will 
be pivot columns. The third column (2,2, 2) is a multiple of the first. We won't see a pivot 
in that third column. The fourth column (4,5,6) is a combination of the first three (their 
sum). That column will also be without a pivot. 

The fourth column is actually a combination 3(1,1,1) + (1, 2, 3) of the two pivot 
columns. Every ''free column" is a combination of earlier pivot columns. It is the 
special solutions s that tell us those combinations of pivot columns: 

Column 3 = 2 (column 1) 
Column 4 = 3 (column 1) + 1 (column 2) 

Sl = (-2,0,1,0) AS 1 = 0 
S2 = (-3, -1,0,1) AS2 = 0 

With nice numbers we can see the right combinations. The systematic way to find s is by 
elimination! This will change the columns but it won't change the combinations, because 
Ax = 0 is equivalent to U x = 0 and also Rx = O. I will go from A to U and then to R: 

[ 
1 1 24] [1 1 24] [1 1 24] 1 2 2 S --+ 0 1 0 1 --+ 0 1 0 1 =U 
1 326 0 202 000 0 

U already shows the two pivots in the pivot columns. The rank of A (and U) is 2. 
Continuing to R we see the combinations of pivot columns that produce the free columns: 

[ 

1 I 2 4] Subtract [1 0 2 3] 
U= 0 1 0 1 --+ R= 0 1 0 I 

o 0 0 0 row 1 - row 2 0 0 0 0 
(2) 

Clearly the (3,1,0) column equals 3 (column 1) + column 2. Moving all columns to the 
"left side" will reverse signs to -3 and -1, which go in the special solution s: 

:-3 (colunm 1) - (column 2)+ (column 4) = 0' s = (-3,-1,0,1). 
,~.. --
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Rank One 

Matrices of rank one have only one pivot. When elimination produces zero in the first 
column, it produces zero in all the columns. Every row is a multiple of the pivot row. At 
the same time, every column is a multiple of the pivot column! 

Rank one matrix 
[

1 3 10] 
A = 2 6 20 

3 9 30 [

1 3 
R = 0 0 

o 0 
10] o . 
o 

The column space of a rank one matrix is "one-dimensional". Here all columns are on the 
line through u = (1,2,3). The columns of A are u and 3u and lOu. Put those numbers 
into the row v T = [1 3 10] and you have the special rank one form A = uv T: 

A = column times row = uv T [1 3 10] [1] [1 
2 6 20 = 2 
3 9 30 3 

3 10] 
(3) 

With rank one, the solutions to Ax = 0 are easy to understand. That equation u (v T x) = 0 
leads us to vT X = O. All vectors x in the nullspace must be orthogonal to v in the 
row space. This is the geometry: row space = line, nullspace = perpendicular plane. 
Now describe the special solutions with numbers: 

Pivot row [1 3 10] 
Pivot variable Xl 

Free variables X2 and X3 

The nullspace contains all combinations of S1 and S2. This produces the plane X + 3y + 
IOz = 0, perpendicular to the row (1,3, 10). Nullspace (plane) perpendicular to row 
space (line). 

Example 1 When all rows are multiples of one pivot row, the rank is r = 1: 

For those matrices, the reduced row echelon R = rref (A) can be checked by eye: 

Our second definition of rank will be at a higher level. It deals with entire rows and 
entire columns-vectors and not just numbers. The matrices A and U and R have r inde
pendent rows (the pivot rows). They also have r independent columns (the pivot columns). 
Section 3.5 says what it means for rows or columns to be independent. 

A third definition of rank, at the top level of linear algebra, will deal with spaces of 
vectors. The rank r is the "dimension" of the column space. It is also the dimension of 
the row space. The great thing is that r also reveals the dimension of the nUllspace. 
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The Pivot Columns 

The pivot columns of R have l's in the pivots and O's everywhere else. The r pivot columns 
taken together contain an r by r identity matrix I. It sits above m - r rows of zeros. The 
numbers of the pivot columns are in the list pivcol. 

The pivot columns of A are probably not obvious from A itself. But their column 
numbers are given by the same list pivcol. The r columns of A that eventually have pivots 
(in U and R) are the pivot columns of A. This example has pivcol = (1,3): 

Pivot 
Columns [

1 3 0 2 -1] ['Ji 3 
A= 0 0 1 4 -3 yields R = •.•••.•.. 0 .•.. · ...•.•.•• · .•. ; 0 

1 3 1 6 -4 iO' 0 

0::;. 
.1: 
.0> 

2 -1] 4 -3 
0 0 

The column spaces of A and R are different! All columns of this R end with zeros. 
Elimination subtracts rows 1 and 2 of A from row 3, to produce that zero row in R: 

and E- 1 
= [~ ~ ~]. 

111 

The r pivot columns of A are also the first r columns of E-1. The r by r identity matrix 
inside R just picks out the first r columns of E-l as columns of A = E-l R. 

One more fact about pivot columns. Their definition has been purely computational, 
based on R. Here is a direct mathematical description of the pivot columns of A: 

A pivot column of R (with 1 in the pivot row) cannot be a combination of earlier 
columns (with O's in that row). The same column of A can't be a combination of earlier 
columns, because Ax = 0 exactly when Rx = O. 

Now we look at the ~pecial solution x from each free column. 
, 

The Special Solutions 

Each special solution to Ax = 0 and Rx = 0 has one free variable equal to 1. The other 
free variables in x are all zero. The solutions come directly from the echelon form R: 

Free columns 
Free variables 
in boldface 

Xl 

Rx = [~ ~ ~ ~ =~] ~: = [~] . 
o 0 0 0 0 x4 0 

Xs 

Set the first free variable to X2 1 with X4 = Xs = O. The equations give the pivot 
variables Xl = -3 and X3 = O. The special solution is SI = (-3, 1,0,0,0). 
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The next special solution has X4 = 1. The other free variables are X2 = Xs = O. The 
solution is 82 = (-2,0, -4,1,0). Notice -2 and -4 in R, with plus signs. 

The third special solution has Xs = 1. With X2 = 0 and X4 = 0 we find 83 = 
(1,0,3,0,1). The numbers Xl = 1 and X3 = 3 are in column 5 of R, again with opposite 
signs. This is a general rule as we soon verify. The nullspace matrix N contains the three 
special solutions in its columns, so AN = zero matrix: 

Nullspace matrix 
n-r=5-2 
3 special solutions 

~3·.· .. ".· ... ·.·:2··· 
: ..... 1. ...0 

'0 .. 4" 
. :0·· .• ·.1 

'C). '. ·0 

'P,Qtft~e 
fie¢ , 
riofrre¢ 
free 

'fre~' 

The linear combinations of these three columns give all vectors in the nUllspace. This is 
the complete solution to Ax = ° (and Rx = 0). Where R had the identity matrix (2 by 2) 
in its pivot columns, N has the identity matrix (3 by 3) in its free rows. 

There is a special solution for every free variable. Since r columns have pivots, that 
leaves n - r free variables. This is the key to Ax = 0 and the nullspace: 

·1;~lf~';~r~1';~~t~~:Jt~j~:t~:n1~~~~~;~i~, 
: '>·Y'" '.... .:.:' .. ;'-\::., ,:";', 

When we introduce the idea of "independent" vectors, we will show that the special 
solutions are independent. You can see in N that no column is a combination of the other 
columns. The beautiful thing is that the count is exactly right: 

A x = 0 has r independent equations so it has n - r independent solutions. 

The special solutions are easy for Rx = O. Suppose that the first r columns are the 
pivot columns. Then the reduced row echelon form looks like 

;;~~tl ,F) r pivot rows 
, .. :"to,0J m - r zero rows 

r pivot columns n - r free columns 

(4) 

Check RN = O. The first block row of RN is (1 times -F) + (F times l) = zero. 
The columns of N solve Rx = O. When the free part of Rx = 0 moves to the right side, 
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the left side just holds the identity matrix: 

(6) 

In each special solution, the free variables are a column of I. Then the pivot variables are 
a column of - F. Those special solutions give the nullspace matrix N. 

The idea is still true if the pivot columns are mixed in with the free columns. Then I 
and F are mixed together. You can still see - F in the solutions. Here is an example where 
I = [1] comes first and F = [2 3] comes last. 

Example 2 The special solutions of Rx = Xl + 2X2 + 3X3 = ° are the columns of N: 

R=[1 23] [-2 -3] 
N = [-J] = ~ ~ . 

The rank is one. There are n - r = 3 - 1 special solutions (-2, 1,0) and (-3,0,1). 

Final Note How can I write confidently about R not knowing which steps MATLAB will 
take? A could be reduced to R in different ways. Very likely you and Mathematica and 
Maple would do the elimination differently. The key is that the final R is always the same. 
The original A completely determines the I and F and zero rows in R. 

For proof I will determine the pivot columns (which locate I) and free columns (which 
contain F) in an "algebra way"-two rules that have nothing to do with any particular 
elimination steps. Here are those rules: 

1. The pivot columns are not combinations of earlier columns of A. 

2. The free columns are combinations of earlier columns (F tells the combinations). 

A small example with rank one will show two E's that produce the correct EA = R: 

A = [i i] '" reduces to R = [~ ~] = rref(A) and no other R. 

You could multiply row 1 of A by ~,and subtract row 1 from row 2: 

Two steps give E 0] [1/2 0] = [ 1/2 0] = E 
1 ° I -1/2 1 . 

Or you could exchange rows in A, and then subtract 2 times row 1 from row 2: 

Two different steps give Enew 

Multiplication gives EA = R and also EnewA = R. Different E's but the same R. 
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Codes for Row Reduction 

There is no way that rref will ever come close in importance to lu. The Teaching Code elim 
for this book uses rref. Of course rref(R) would give Ragain! 

MATLAB: [R, pivcol] = rref(A) Teaching Code: [E, R] = elim(A) 

The extra output pivcol gives the numbers of the pivot columns. They are the same in A 
and R. The extra output E in the Teaching Code is an m by m elimination matrix that 
puts the original A (whatever it was) into its row reduced form R: 

EA=R. 

The square matrix E is the product of elementary matrices Eij and also Pij and D-l. 
Pij exchanges rows. The diagonal D-1 divides rows by their pivots to produce 1 'so 

If we want E, we can apply row reduction to the matrix [A I] with n + m columns. 
All the elementary matrices that multiply A (to produce R) will also mUltiply I (to produce 
E). The whole augmented matrix is being multiplied by E: 

E [A I] [R E] (7) 

This is exactly what "Gauss-Jordan" did in Chapter 2 to compute A-I. When A is 
square and invertible, its reduced row echelon form is I. Then EA = R becomes 
EA = I. In this invertible case, E is A-I. This chapter is going further, to every A. 

• REVIEW OF THE KEY IDEAS • 

1. The rank r of A is the number of pivots (which are I's in R = rref(A). 

2. The r pivot columns of A and R are in the same list pivcol. 

3. Those r pivot columns are not combinations of earlier columns. 

4. The n - r free columns are combinations of earlier columns (pivot columns). 

5. Those combinations (using - F taken from R) give the n - r special solutions to 
Ax = 0 and Rx = o. They are the n - r columns of the nullspace matrix N. 

• WORKED EXAMPLES • 

3.3 A Find the reduced echelon form of A. What is the rank? What is the special solution 
to Ax = O? 

Second differences -1, 2, -1 
Notice All = A44 = 1 

A= 

1 -1 0 0 
-1 2 -1 0 
o -1 2-1 
o 0 -1 I 
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Solution Add row 1 to row 2. Then add row 2 to row 3. Then add row 3 to row 4: 

First differences 1, -1 u= 
1 -1 0 0 
o 1 -1 0 
o 0 1-1 
000 0 

Now add row 3 to row 2. Then add row 2 to row 1: 

1 0 0 -1 

Reduced form R= 
0 1 0 -1 _ [ I ~l 0 0 1 -1 - 0 

0 0 0 0 

The rank is r = 3. There is one free variable (n - r = 1). The special solution is 
s = (1,1,1,1). Every row adds to O. Notice -F = (1,1,1) in the pivot variables of s. 

3.3 B Factor these rank one matrices into A = uv T = column times row: 

[ 

1 23] 
A = 2 4 6 

369 
A --[ac bd] (find d from a, b, c if a =1= 0) 

Split this rank two matrix into ulvI + u2vi = (3 by 2) times (2 by 4) using R: 

; ~ ;] = [~ ; ~] [b ~ ~ ~] = E-1 R. 
305 231 0000 

Solution For the 3 by 3 matrix A, all rows are multiples of v T = [1 2 3]. All columns 
are multiples of the column u = (1,2,3). This symmetric matrix has u = v and A is uu T. 

Every rank one symmetric matrix will have this form or else -uuT • 

If the 2 by 2 matrix L.~ ~] has rank one, it must be singular. In Chapter 5, its determinant 
is ad - bc = O. In this chapter, row 2 is cia times row 1. 

[
a b] = [ 1 ] [a 
c d cia 

b) = [ a b ]. So d = bc . 
c bcla a 

The 3 by 4 matrix of rank two is a sum of two matrices of rank one. All columns of A 
are combinations of the pivot columns 1 and 2. All rows are combinations of the nonzero 
rows of R. The pivot columns are Ul and U2 and those rows are vI and vi. Then A is 
ulvI + u2vi, multiplying r columns of E- 1 times r rows of R: 

Columns 
times 
rows [ 

~ ; ~ ;] = [ ~] [1 
2 3 0 5 2 

o 0 1) + [n [0 
1 o 1] 
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3.3 C Find the row reduced form R and the rank r of A and B (those depend on c). 
Which are the pivot columns of A? What are the special solutions and the matrix N? 

Find special solutions [ 
1 21] 

A = 3 6 3 
4 8 c 

and B = [~ ~ l 
Solution The matrix A has rank r = 2 except if c = 4. The pivots are in columns 1 
and 3. The second variable X2 is free. Notice the form of R: 

c;f4 R=[~ ~ ~] 
000 c=4 R=U~~l 

Two pivots leave one free variable X2. But when c = 4, the only pivot is in column 1 
(rank one). The second and third variables are free, producing two special solutions: 

c i 4 Special solution with X2 = I goes into N = [ -! l 
[-2 -1] 

c = 4 Another special solution goes into N = b ~ . 

The 2 by 2 matrix [~ ~] has rank r = I except if c = 0, when the rank is zero! 

c ;f 0 R = [b ~] and N = [ - ~] N ullspace = line 

The matrix has no pivot columns if c = O. Then both variables are free: 

c = 0 R = [ ~ '" ~] and N = [~ ~] Nullspace = R2. 

Problem Set 3.3 

1 Which of these rules gives a correct definition of the rank of A? 

(a) The number of nonzero rows in R. 

(b) The number of columns minus the total number of rows. 

(c) The number of columns minus the number of free columns. 

(d) The number of l's in the matrix R. 
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2 Find the reduced row echelon forms R and the rank of these matrices: 

(a) The 3 by 4 matrix with all entries equal to 4. 

(b) The 3 by 4 matrix with aU = i + j - 1. 

(c) The 3 by 4 matrix with aU = (-I)j. 
3 Find the reduced R for each of these (block) matrices: 

[
0 0 0] 

A = 0 0 3 
246 

B=[A A] c=[~ ~] 
4 Suppose all the pivot variables come last instead of first. Describe all four blocks in 

the reduced echelon form (the block B should be r by r): 

R=[~ ~]. 
What is the nullspace matrix N containing the special solutions? 

5 (Silly problem) Describe all 2 by 3 matrices A I and A2 , with row echelon forms 
RI and R2, such that RI + R2 is the row echelon form of Al + A2. Is is true that 
RI = Al and R2 = A2 in this case? Does RI - R2 equal rref(Al - A2)? 

6 If A has r pivot columns, how do you know that AT has r pivot columns? Give a 3 
by 3 example with different column numbers in pivcol for A and AT. 

7 What are the special solutions to Rx = 0 and y T R = 0 for these R? 

R = [~ i ~~] R = [~ ~ ~] 
o 0 0 0 000 

Problems 8-11 are about matrices of rank r = 1. 

S Fill out these matrices so that they have rank 1: 

[
1 2 4] 

A = 2 
4 

and B = [1 9 ] 
2 6-3 

9 If A is an m by n matrix with r = 1, its columns are multiples of one column and its 
rows are multiples of one row. The column space is a in Rm. The nullspace 
IS a in Rn. The nullspace matrix N has shape __ 

10 Choose vectors u and v so that A = uvT = column times row: 

A -_ [431 2
6
8 6~] and A = [-i -i _~ _~]. 

A = uv T is the natural form for every matrix that has rank r = 1. 

11 If A is a rank one matrix, the second row of U is __ . Do an example. 
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Problems 12-14 are about r by r invertible matrices inside A. 

12 If A has rank r, then it has an r by r submatrix S that is invertible. Remove 
m - r rows and n - r columns to find an invertible submatrix S inside A, B, and C, 
You could keep the pivot rows and pivot columns: 

A=[l 2 3] 
124 

B=[l 2 3] 
246 [

0 1 0] 
C= 000 . 

o 0 1 

13 Suppose P contains only the r pivot columns of an m by n matrix. Explain why this 
m by r submatrix P has rank r, 

14 Transpose P in problem 13. Then find the r pivot columns of pT, Transposing back, 
this produces an r by r invertible sub matrix S inside P and A: 

[
1 2 3] 

For A = 2 4 6 find P (3 by 2) and then the invertible S (2 by 2). 
247 

Problems 15-20 show that rank(AB) is not greater than rank(A) or rank(B). 

15 Find the ranks of AB .and AC (rank one matrix times rank one matrix): 

and B = [; 1 4] 
1.5 6 

16 The rank one matrix uvT times the rank one matrix wzT is uzT times the number 
__ . This product UVTwzT also has rank one unless = O. 

17 (a) Suppose column j of B is a combination of previous columns of B. Show that 
column j of AB is the same combination of previous columns of AB. Then 
AB cannot have new pivot columns, so rank(AB) ~ rank(B). 

(b) Find Al andA2s9thatrank(AIB) = 1 andrank(A2 B) =OforB = UU. 
18 Problem 17 proved that rank(AB) < rank(B). Then the same reasoning gives 

rank(BTAT) < rank(AT). How do you deduce that rank(AB) ~ rank A? 

19 (Important) Suppose A and Bare n by n matrices, and AB = I. Prove from 
rank(AB) < rank(A) that the rank of A is n. So A is invertible and B must be its 
two-sided inverse (Section 2.5). Therefore BA = I (which is not so obvious!). 

20 If A is 2 by 3 and B is 3 by 2 and AB = I, show from its rank that BA =f. I. Give an 
example of A and B with A B = I. For m < n, a right inverse is not a left inverse. 

21 Suppose A and B have the same reduced row echelon form R. 

(a) Show that A and B have the same nullspace and the same row space. 
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(b) We know ElA = Rand E2B = R. So A equals an __ matrix times B. 

22 Express A and then B as the sum of two rank one matrices: 

rank = 2 A = [: 
1 0] 1 4 
1 8 

23 Answer the same questions as in Worked Example 3.3 C for 

[
1 1 2 2] 

A= 2 2 4 4 
1 c 2 2 

and 

24 What is the nullspace matrix N (containing the special solutions) for A, B, C? 

A = [I I] and B = [~ ~ ] and C = [I I I]. 

25 Neat/act Every m by n matrix o/rank r reduces to (m by r) times (r by n): 

Write the 3 by 4 matrix A in equation (1) at the start of this section as the product of 
the 3 by 2 matrix from the pivot columns and the 2 by 4 matrix from R. 

Challenge Problems 

26 Suppose A is an m by n matrix of rank r. Its reduced echelon form is R. Describe 
exactly the matrix Z (its shape and all its entries) that comes from transposing the 
reduced row echelon/arm 0/ R' (prime means transpose): 

R = rref(A) and Z = (rref(R'))'. 

27 Suppose R is m by n of rank r, with pivot columns first: 

R = [~ ~]. 
(a) What are the'shapes of those four blocks? 

(b) Find a right-inverse B with RB = I if r = m. 

(c) Find a left-inverse C with CR = I if r = n. 

(d) What is the reduced row echelon form of RT (with shapes)? 

(e) What is the reduced row echelon form of RT R (with shapes)? 

Prove that RT R has the same nullspace as R. Later we show that AT A always has 
the same nullspace as A (a valuable fact). 

28 Suppose you allow elementary column operations on A as well as elementary row 
operations (which get to R). What is the "row-and-column reduced form" for an m 
by n matrix of rank r? 
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3.4 The Complete Solution to Ax = b 

The last sections totally solved Ax = O. Elimination converted the problem to Rx = O. 
The free variables were given special values (one and zero). Then the pivot variables were 
found by back substitution. We paid no attention to the right side b because it started and 
ended as zero. The solution x was in the nullspace of A. 

Now b is not zero. Row operations on the left side must act also on the right side. 
Ax = b is reduced to a simpler system Rx = d. One way to organize that is to add b as 
an extra column of the matrix. I will "augment" A with the right side (b I , b2 , b3) 

(1, 6, 7) and reduce the bigger matrix [A b]: 

has the 
augmented 
matrix [

1 3 0 2 1] 
o 0 1 4 6 = [A b]' 
1 3 I 6 7 

The augmented matrix is just [A b]' When we apply the usual elimination steps to A, 
we also apply them to b. That keeps all the equations correct. 

In this example we subtract row 1 from row 3 and then subtract row 2 from row 3. This 
produces a complete row of zeros in R, and it changes b to a new right side d = (1, 6, 0): 

~ - < , 

[
1 3 0 2] o 0 1 4 
o 0 0 0 [

1] has the [13 {)21]· ... ; 
= 6 aug~ented.· ..••. 0.·.' ... 01.·......4 i§.· .••... ...... . ·i[ Ritl 

o matnxOOQ 00 

That very last zero is crucial. The third equation has become 0 = 0 and the equations can 
be solved. In the original matrix A, the first row plus the second row equals the third row. 
If the equations are consistent, this must be true on the right side of the equations also! 
The all-important property on the right side was 1 + 6 = 7. 

Here are the same augmented matrices for a general b = (b I , b2 , b3 ): 

d] 

Now we get 0 = 0 in the third equation provided b3 - bi - b2 = O. This is b i + b2 = b3 • 

One Particular Solution 

For an easy solution x, choose the free variables to be X2 = X4 = O. Then the two nonzero 
equations give the two pivot variables Xl = 1 and X3 = 6. Our particular solution to 
Ax = b (and also Rx = d) is xp = (1,0,6,0). This particular solution is my favorite: 
free variables = zero, pivot variables from d. The method always works. 
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For a solution to exist, zero rows in R must also be zero in d. Since I is in the pivot 
rows and pivot columns of R, the pivot variables in x particular come from d: 

Rxp = [~ ~ ~ ~] 
o 0 0 0 

1 
o 
6 
o =U] Pivot variables 1, 6 

Free variables 0,0 

Notice how we choose the free variables (as zero) and solve for the pivot variables. After 
the row reduction to R, those steps are quick. When the free variables are zero, the pivot 
variables for x p are already seen already seen in the right side vector d . 

X particular 

Xnullspace 

·tlrepitiil~tlI4rw~1';ti~lJS~~f,~S{ 
'f~~'~.:'; ... rXp~~~iii~l"flikJ~f.~gt",e 

Axp = b 

AXn = O. 

That particular solution is (1,0,6,0). The two special (nullspace) solutions to 
Rx = 0 come from the two free columns of R, by reversing signs of 3,2, and 4. 
Please notice how I write the complete solution xp + XII to Ax = b: 

.. ... ..--

1 -3 -2 

x = xp +x n = 
0 1 0 
6 +X2 0 +X4 -4 
0 0 1 

"'.-~ . - -.:-\ 

Question Suppose A is a square invertible matrix, m = n = r. What are x p and x n ? 
Answer The particular solution is the one and only solution A-I b. There are no 

special solutions or free variables. R = I has no zero rows. The only vector in the 
nullspace is Xn = O. The complete solution is x = xp + Xn = A-1b + O. 

This was the situation in Chapter 2. We didn't mention the nullspace in that chapter. 
N (A) contained only the zero vector. Reduction goes from [A b] to [I A-I b ]. The 
original Ax = b is reduc,ed all the way to x = A-I b which is d. This is a special case 
here, but square invertible matrices are the ones we see most often in practice. So they got 
their own chapter at the start of the book. 

For small examples we can reduce [A b] to [R d]. For a large matrix, 
MATLAB does it better. One particular solution (not necessarily ours) is A \b from back
slash. Here is an example with/ull column rank. Both columns have pivots. 

Example 1 Find the condition on (b 1 , b2 , b3 ) for Ax = b to be solvable, if 

This condition puts b in the column space of A. Find the complete x = xp + Xn' 
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Solution Use the augmented matrix, with its extra column b. Subtract row 1 of [A b] 
from row 2, and add 2 times row 1 to row 3 to reach [R d]: 

The last equation is ° = ° provided b3 + b I + b2 = 0. This is the condition to put b 
in the column space; then Ax = b will be solvable. The rows of A add to the zero row. 
So for consistency (these are equations!) the entries of b must also add to zero. 

This example has no free variables since n - r = 2 - 2. Therefore no special solutions. 
The nullspace solution is x n = O. The particular solution to Ax = band Rx = d is at the 
top of the augmented column d: 

Only solution [2b I - b2 ] [0] 
X = xp + Xn = b

2 
_ b

I 
+ ° . 

If b3 + b I + b2 is not zero, there is no solution to Ax = b (xp doesn't exist). 
This example is typical of an extremely important case: A has full column rank. 

Every column has a pivot. The rank is r = n. The matrix is tall and thin (m > n). 
Row reduction puts 1 at the top, when A is reduced to R with rank n: 

F II I - k R [I] [n by n identity matrix] u co umn ran = = ° m - n rows of zeros 
(1) 

There are no free columns or free variables. The nUllspace matrix is empty! 
We will collect together the different ways of recognizing this type of matrix. 

. . ,-. ,:'.::' 

1 •. AI.t~olurtms()fAarepiv()~cohirtms. 

In the essential language of the next section, this A has independent columns. 
Ax = 0 only happens when x = O. In Chapter 4 we will add one more fact to the list: 
The square matrix AT A is invertible when the rank is n. 

In this case the nullspace of A (and R) has shrunk to the zero vector. The solution to 
Ax = b is unique (if it exists). There will be m - n (here 3 - 2) zero rows in R. So there 
are m - n conditions in order to have ° = ° in those rows, and b in the column space. 
With full column rank, Ax = b has one solution or no solution (m > n is overdetermined). 
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The Complete Solution 

The other extreme case is full row rank. Now Ax = b has one or infinitely many solutions. 
In this case A must be short and wide (m < n). A matrix has full row rank if r = m 
("independent rows"). Every row has a pivot, and here is an example. 

Example 2 There are n = 3 unknowns but only m = 2 equations: 

Full row rank x + y + z 
x + 2y z 

3 
4 

(rank r = m = 2) 

These are two planes in xyz space. The planes are not parallel so they intersect in a line. 
This line of solutions is exactly what elimination will find. The particular solution will be 
one point on the line. Adding the nullspace vectors Xn will move us along the line. Then 
x = x p + X n gives the whole line of solutions. 

We find x p and x n by elimination on [A b]. Subtract row 1 from row 2 and then 
subtract row 2 from row 1: 

[11 1 1 3] [1 
2 -1 4 -+ 0 

1 1 3] [1 0 3 2] 
1 -2 1 -+ 0 1 -2 1 = [R d]. 

The particular solution has free variable X3 = O. The special solution has X3 = 1: 

Xparticular comes directly from d on the right side: xp = (2,1,0) 
Xspecial comes from the third column (free column) of R: s = (-3,2,1) 

It is wise to check that x p and s satisfy the original equations Ax p = b and As = 0: 

2+1 
2+2 

3 
4 

-3 + 2 + 1 
-3 + 4-1 

o 
o 

The nullspace solution x n is any multiple of s 0 It moves along the line of solutions, starting 
at X particular 0 Please no~ce again how to write the answer: , 

This line is drawn in Figure 3.3. Any point on the line could have been chosen as the 
particular solution; we chose the point with X3 = O. 

The particular solution is not multiplied by an arbitrary constant! The special solution 
is, and you understand why. 

Now we summarize this short wide case of full row rank. If m < n the equation 
Ax = b is underdetermined (many solutions). 
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Line of solutions to Ax = b 

Line of solutions to Ax = 0 

/ 

/ 
/ 

x=xp+xn 

/ 

/ 
/ 

/ Ax = b + 0 
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Figure 3.3: Complete solution = one particular solution + all nullspace solutions. 

In this case with m pivots, the rows are "linearly independent". So the columns of AT 
are linearly independent. We are more than ready for the definition of linear independence, 
as soon as we summarize the four possibilities-which depend on the rank. Notice how r, 
m, n are the critical numbers. 

The four possibilities for linear equations depend on the rank r: 

r=m and r=n Square and invertible Ax = b has I solution 
r=m and r<n Short and wide Ax =b has 00 solutions 
r<m and r=n Tall and thin Ax =b has 0 or I solution 
r<m and r<n " Not full rank Ax = b has 0 or 00 solutions 

The reduced R will fall in the same category as the matrix A. In case the pivot columns 
happen to come first, we can display these four possibilities for R. For Rx = d (and the 
original Ax = b) to be solvable, d must end in m - r zeros. 

Four types R = [I] [I F] [~] [~ ~] 
Their ranks r = m = n r = m < n r = n < m r < m, r < n 

Cases 1 and 2 have full row rank r = m. Cases 1 and 3 have full column rank r = n. 
Case 4 is the most general in theory and it is the least common in practice. 

Note My classes used to stop at U before reaching R. Instead of reading the complete 
solution directly from Rx = d, we found it by back substitution from U x = c. This 
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reduction to U and back substitution for x is slightly faster. Now we prefer the complete 
reduction: a single "1" in each pivot column. Everything is so clear in R (and the computer 
should do the hard work anyway) that we reduce all the way. 

• REVIEW OF THE KEY IDEAS • 

1. The rank r is the number of pivots. The matrix R has m - r zero rows. 

2. Ax = b is solvable if and only if the last m - r equations reduce to 0 = O. 

3. One particular solution x p has all free variables equal to zero. 

4. The pivot variables are determined after the free variables are chosen. 

5. Full column rank r = n means no free variables: one solution or none. 

6. Full row rank r = m means one solution if m = n or infinitely many if m < n. 

• WORKED EXAMPLES • 

3.4 A This question connects elimination (pivot columns and back substitution) to 
column space-nullspace-rank-solvability (the full picture). A has rank 2: 

Xl + 2X2 + 3X3 + 5X4 = b i 

Ax = b is 2XI + 4X2 + 8X3 + 12x4 = b2 

3XI + 6X2 + 7X3 + 13x4 = b3 

1. Reduce [A b] to [U c], so that Ax = b becomes a triangular system U x = c. 
2. Find the condition ~::m bI , b2 , b3 for Ax = b to have a solution. 

3. Describe the column space of A. Which plane in R3 ? 

4. Describe the nullspace of A. Which special solutions in R4 ? 

5. Find a particular solution to Ax = (0, 6, -6) and then the complete solution. 

6. Reduce [U c] to [R d]: Special solutions from R, particular solution from d. 

Solution 

1. The multipliers in elimination are 2 and 3 and -I. They take [A b] into [U c]. 

[

I 2 3 5 bI
] [1 

2 4 8 12 b2 -+ 0 
3 6 7 13 b3 0 

235 
022 
000 
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2. The last equation shows the solvability condition b3 + b2 - 5b1 = O. Then 0 = O. 
3. First description: The column space is the plane containing all combinations of the 

pivot columns (1, 2, 3) and (3,8, 7). The pivots are in columns 1 and 3. Second 
description: The column space contains all vectors with b3 + b2 - 5b1 = O. That 
makes Ax = b solvable, so b is in the column space. All columns oj A pass this test 
b3 + b2 - 5b l = O. This is the equationjor the plane in the first description! 

4. The special solutions have free variables X2 = 1, X4 = 0 and then X2 = 0, X4 = 1: 

Special solutions to Ax = 0 

Back substitution in U x = 0 
SI = 

-2 
1 
o 
o 

The nullspace N(A) in R4 contains all Xn = CISI + C2S2. 

-2 
o 

-1 
1 

5. One particular solution x p has free variables = zero. Back substitute in U x = c: 

Particular solution to Axp = b = (0,6, -6) 

This vector b satisfies b3 + b2 - 5b1 = 0 
xp = 

The complete solution.to Ax = (0,6, -6) is x = x p + all x n. 

-9 
o 
3 
o 

6. In the reduced form R, the third column changes from (3,2,0) in U to (0,1,0). 
The right side c = (0,6,0) becomes d = (-9,3,0) showing -9 and 3 in x p: 

[ 

1 2 3 5 0] [1 2 0 2 -9] [U c]= 0 0 2 2 6 ~[R d]= 0 0 1 1 3 
o 0 000 0 0 0 0 0 

3.4 B If you have this information about the solutions to Ax = b for a specific b, what 
does that tell you about the shape of A (and A itself)? And possibly about b. 

1. There is exactly one solution. 
2. All solutions to Ax = b have the form x = [i] + c [ f ]. 
3. There are no solutions. 1 1 

4. All solutions to Ax = b have the form x = [A] + c [7] 
5. There are infinitely many solutions. 

Solution In case 1, with exactly one solution, A must have full column rank r = n. 
The nullspace of A contains only the zero vector. Necessarily m > n. 

In case 2, A must have n = 2 columns (and m is arbitrary). With [f] in the nullspace 
of A, column 2 is the negative of column 1. Also A f:. 0: the rank is 1. With x = [i] as a 
solution, b = 2(column 1) + (column 2). My choice for Xp would be (1,0). 

In case 3 we only know that b is not in the column space of A. The rank of A must be 
less than m. I guess we know b f:. 0, otherwise x = 0 would be a solution. 
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In case 4, A must have n = 3 columns. With (1,0,1) in the nullspace of A, column 3 
is the negative of column 1. Column 2 must not be a multiple of column 1, or the nullspace 
would contain another special solution. So the rank of A is 3 - 1 = 2. Necessarily A has 
m > 2 rows. The right side b is column 1 + column 2. 

In case 5 with infinitely many solutions, the nullspace must contain nonzero vectors. 
The rank r must be less than n (not full column rank), and b must be in the column space 
of A. We don't know if every b is in the column space, so we don't know if r = m. 

3.4 C Find the complete solution x = x p + x n by forward elimination on [A b]: 

[

12 1 0] 
244 8 
4 8 6 8 

Find numbers Y}, Y2, Y3 so that YI (row 1) + Y2 (row 2) + Y3 (row 3) = zero row. Check 
that b = (4,2,10) satisfies the condition y1bl + Y2b2 + Y3b3 = O. Why is this the 
condition for the equations to be solvable and b to be in the column space? 

Solution Forward elimination on [A b] produces a zero row in [U c]. The third equa-
tion becomes 0 = 0 and the equations are consistent (and solvable): 

[
12104] [1210 4] [1210 4] 
2 4 4 8 2 ---+ 0 0 2 8 -6 ---+ 0 0 2 8 -6 . 
4 8 6 8 10 0 0 2 8 -6 0 0 0 0 0 

Columns 1 and 3 contain pivots. The variables X2 and X4 are free. If we set those to zero 
we can solve (back substitution) for the particular solution x p = (7,0, -3, 0). We see 7 
and -3 again if elimination continues all the way to [R d]: 

[

12104] [121 o 0 2 8 -6 ---+ 0 0 1 
00000 000 

o 4] [1 2 0 -4 7 ] 
4 -3 ---+ 0 0 1 4 -3 . 
o 0 000 0 0 

For the nullspace part Xn. with b = 0, set the free variables X2, X4 to 1,0 and also 0,1: 
'. 

Special solutions SI = (-2,1,0,0) and S2 = (4,0, -4,1) 

Then the complete solution to Ax = b (and Rx = d) is xcomplete = x p + CISI + C2S2. 

The rows of A produced the zero row from 2(row 1) + (row 2) - (row 3) = (0,0,0,0). 
Thusy = (2,1,-1). The same combinationforb = (4,2,10) gives 2(4)+(2)-(10) = O. 

If a combination of the rows (on the left side) gives the zero row, then the same combi
nation must give zero on the right side. Of course! Otherwise no solution. 

Later we will say this again in different words: If every column of A is perpendicular 
to y = (2,1, -1), then any combination b of those columns must also be perpendicular to 
y. Otherwise b is not in the column space and Ax = b is not solvable. 

And again: If y is in the nullspace of AT then y must be perpendicular to every b in 
the column space of A. Just looking ahead ... 
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Problem Set 3.4 

1 (Recommended) Execute the six steps of Worked Example 3.4 A to describe the 
column space and nullspace of A and the complete solution to Ax = b: 

[ 2 4 6 4] [ bI
] [4] A = 2 5 7 6 b = b2 = 3 

2 3 5 2 b3 5 

2 Carry out the same six steps for this matrix A with rank one. You will find two 
conditions on b I , b2 , b3 for Ax = b to be solvable. Together these two conditions 
put b into the space (two planes give a line): 

A = U] [2 I 3] = [: i n 
Questions 3-15 are about the solution of A x = b. Follow the steps in the text to xp 
and x n • Use the augmented matrix with last column b. 

3 Write the complete solution as xp plus any multiple of s in the nullspace: 

x + 3y + 3z = 1 

2x + 6y + 9z = 5 

-x - 3y + 3z = 5. 

4 Find the complete solution (also called the general solution) to 

[ ~ ~ ! ~] ; = [~] . 
o 0 2 4 z 1 

t 

5 Under what condition on b l , b2 , b3 is this system solvable? Include b as a fourth 
column in elimination. Find all solutions when that condition holds: 

6 

x + 2y - 2z = b l 

2x + 5y - 4z = b2 

4x + 9y - 8z = b3. 

What conditions on b l • b2 • b3 , b4 make each system solvable? Find x in that case: 

1 2 b i 1 2 3 

[~~] = 

b i 

2 4 [~~] = 
b2 2 4 6 b2 

2 5 b3 2 5 7 b3 

3 9 b4 3 9 12 b4 
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7 Show by elimination that (b I , b2 , b3 ) is in the column space if b3 - 2b2 + 4b I = O. 

8 

9 

A= [~ ! n 
What combination of the rows of A gives the zero row? 

Which vectors (b I , b2 , b3 ) are in the column space of A? Which combinations of the 
rows of A give zero? 

[
1 2 1] 

(a) A = 2 6 3 
025 

(b) 

(a) The Worked Example 3.4 A reached [U c] from [A b]. Put the multipliers 
into L and verify that L U equals A and Lc equals b. 

(b) Combine the pivot columns of A with the numbers -9 and 3 in the particular 
solution x p. What is that linear combination and why? 

10 Construct a 2 by 3 system Ax = b with particular solution xp = (2,4,0) and 
homogeneous solution Xn = any multiple of (1,1,1). 

11 Why can't a 1 by-3 system have xp = (2,4,0) and Xn = any multiple of (1,1, I)? 

12 (a) If Ax = b has two solutions Xl and X2, find two solutions to Ax = O. 

(b) Then find another solution to Ax = 0 and another solution to Ax = b. 

13 Explain why these are all false: 

(a) The complete solution is any linear combination of xp and x n • 

(b) A system Ax = b has at most one particular solution. 

(c) The solution xp with all free variables zero is the shortest solution (minimum 
length II x II). Find a 2 by 2 counterexample. 

(d) If A is invertiDle there is no solution Xn in the nullspace. 

14 Suppose column 5 of U has no pivot. Then Xs is a __ variable. The zero vector 
(is) (is not) the only solution to Ax = O. If Ax = b has a solution, then it has __ 
solutions. 

15 Suppose row 3 of U has no pivot. Then that row is __ . The equation U x = c 
is only solvable provided . The equation Ax = b (is) (is not) (might not be) 
solvable. 

Questions 16-20 are about matrices of "full rank" r = m or r = n. 

16 The largest possible rank of a 3 by 5 matrix is __ . Then there is a pivot in every 
__ of U and R. The solution to Ax = b (a/ways exists) (is unique). The column 
space of A is . An example is A = __ 
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17 The largest possible rank of a 6 by 4 matrix is Then there is a pivot in 
every of U and R. The solution to Ax = b (a/ways exists) (is unique). The 
nullspace of A is . An example is A = __ 

18 Find by elimination the rank of A and also the rank of AT: 

[

14 
A = 2 11 

-1 2 1~] and A = 1 1 2 [
1 0 1] 

(rank depends on q). 
1 1 q 

19 Find the rank of A and also of AT A and also of A AT: 

A = [: ~ n and A = U !l 
20 Reduce A to its echelon form U. Then find a triangular L so that A = L U . 

A = [3 4 1 0] 
6 5 2 1 [

1 0 1 0] 
and A = 2 2 0 3 . 

065 4 

21 Find the complete solution in the form x p + X n to these full rank systems: 

(a) x + y + z = 4 (b) 
x+y+z=4 

x - Y + z = 4. 

22 If Ax = b has infinitely many solutions, why is it impossible for Ax = B (new 
right side) to have only one solution? Could Ax = B have no solution? 

23 Choose the number q so that (if possible) the ranks are (a) 1, (b) 2, (c) 3: 

A = [.-~ -~ -i] 
9 6 q 

[3 I 3] 
and B = q 2 q . 

24 Give examples of matrices A for which the number of solutions to Ax = b is 

(a) 0 or 1, depending on b 

(b) 00, regardless of b 

(c) 0 or 00, depending on b 

(d) 1, regardless of b. 

25 Write down all known relations between rand m and n if Ax = b has 

(a) no solution for some b 
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(b) infinitely many solutions for every b 

(c) exactly one solution for some b, no solution for other b 

(d) exactly one solution for every b. 

Questions 26-33 are about Gauss-Jordan elimination (upwards as well as downwards) 
and the reduced echelon matrix R. 

26 Continue elimination from V to R. Divide rows by pivots so the new pivots are all 1. 
Then produce zeros above those pivots to reach R: 

V = [~ ~ :] and V = [~ ~ :]. 
o 0 0 0 0 5 

27 Suppose V is square with n pivots (an invertible matrix). Explain why R = I. 

28 Apply Gauss-Jordan elimination to V x = 0 and V x = c. Reach Rx = 0 and 
Rx = d: 

[V 0] = [~ ~ ! ~ ] and [V c] = [~ ~ ! ~]. 
Solve Rx = 0 to find x n (its free variable is X2 = 1). Solve Rx = d to find x p (its 
free variable is X2 = 0). 

29 Apply Gauss-Jordan elimination to reduce to Rx = 0 and Rx = d: 

[u 0] = [~ ~ ~ :] and [u c] = [~ ~ ~ n. 
Solve V x = 0 or Rx = 0 to find x n (free variable = 1). What are the solutions to 
Rx = d? 

30 Reduce to V x = c (Gaussian elimination) and then Rx = d (Gauss-Jordan): 

Find a particular solution x p and all homogeneous solutions x n. 

31 Find matrices A and B with the given property or explain why you can't: 

<a) The only solution of Ax = [ ~ ] is x = [ ~ 1 
(b) The only solution of Bx = [ n is x = U J 
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32 Find the LV factorization of A and the complete solution to Ax = b: 

I 3 I I I 

A= 
1 2 3 

and b= 
3 

and then b= 
0 

2 4 6 6 0 
I 1 5 5 0 

33 The complete solution to Ax = [ ! ] is x = [ ! ] + c [ ~ ]. Find A. 

Challenge Problems 

34 Suppose you know that the 3 by 4 matrix A has the vector s = (2,3,1,0) as the only 
special solution to Ax = O. 

(a) What is the rank of A and the complete solution to Ax = O? 

(b) What is the exact row reduced echelon form R of A? 

(c) How do you know that Ax = b can be solved for all b? 

35 Suppose K is the 9 by 9 second difference matrix (2 's on the diagonal, -1 's on 
the diagonal above an4 also below). Solve the equation Kx = b = (10, ... ,10). 
If you graph Xl, ••. , X9 above the points 1, ... , 9 on the x axis, I think the nine points 
fall on a parabola. 

36 Suppose Ax = band C x = b have the same (complete) solutions for every b. 
Is it true that A = C? 
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3.5 Independence, Basis and Dimension 

This important section is about the true size of a subspace. There are n columns in an 
m by n matrix. But the true "dimension" of the column space is not necessarily n. The 
dimension is measured by counting independent columns-and we have to say what that 
means. We will see that the true dimension of the column space is the rank r. 

The idea of independence applies to any vectors VI, ..• ,Vn in any vector space. Most 
of this section concentrates on the subspaces that we know and use-especially the col
umn space and the nullspace of A. In the last part we also study "vectors" that are not 
column vectors. They can be matrices and functions; they can be linearly independent (or 
dependent). First come the key examples using column vectors. 

The goal is to understand a basis: independent vectors that "span the space". 

Every vector in the space is a unique combination of the basis vectors. 

We are at the heart of our subject, and we cannot go on without a basis. The four essential 
ideas in this section (with first hints at their meaning) are: 

Linear Independence 

Our first definition of independence is not so conventional, but you are ready for it. 

~1~~=~lr~r.aiWlje_~1Jj.~~~· 
- ",,_-~::_-_-,:~-~'-~:,,_",":_ '~::':~~~' __ ;-:"'>~~':;:' .. {:::"~:,'-:~:~'" __ ~:" .~. ,.-,_~._. ___ . >~::,::'_:,~_;~,,,,;'~:L<·'~'~\,~·L·;~~i\·~ .. __ . :. ,.;-. ' " "'" \ ""'<;.:~'_'_'\'_ '.\ " _'~'._ 

The columns are inde~endent when the nullspace N (A) contains only the zero vector. 
Let me illustrate linear independence (and dependence) with three vectors in R3: 

1. If three vectors are not in the same plane, they are independent. No combination of 
VI, V2, V3 in Figure 3.4 gives zero except OVI + OV2 + OV3. 

2. If three vectors WI, W2, W3 are in the same plane, they are dependent. 

This idea of independence applies to 7 vectors in 12-dimensional space. If they are the 
columns of A, and independent, the nullspace only contains x = O. None of the vectors is 
a combination of the other six vectors. 

Now we choose different words to express the same idea. The following definition of 
independence will apply to any sequence of vectors in any vector space. When the vectors 
are the columns of A, the two definitions say exactly the same thing. 



3.5. Independence, Basis and Dimension 

Not in 
a plane 

169 

In a plane 

Figure 3.4: Independent vectors VI, V2, V3. Only OVI + OV2 + OV3 gives the vector O. 
Dependent vectors WI. W2, W3. The combination WI - W2 + W3 is (0,0,0). 

~~<""'" -' ". ~,::- :,. " 
. ' . .-, ...... ;. , 

'«:, ~ ::: ,:": .. -._,.;', 

Linear independence , h~'ti~,(i'~f 
XlVI + X2V2 + ... + XnVn = 0 only happens when all X s are zero. i'\" 

,'-: 

: ,:>::,,:,~:~~ .o:,.~.~:':~<~'::":' ":." 

If a combination gives 0, when the x's are not all zero, the vectors are dependent. 
Correct language: "The sequence of vectors is linearly independent." Acceptable 

shortcut: "The vectors are independent." Unacceptable: "The matrix is independent." 
A sequence of vectors is either dependent or independent. They can be combined to 

give the zero vector (with nonzero x's) or they can't. So the key question is: Which com
binations of the vectors give zero? We begin with some small examples in R2: 

(a) The vectors (1,0) and (0,1) are independent. 

(b) The vectors (1,0) and (1,0.00001) are independent. 

(c) The vectors (1, 1) and (-1, -1) are dependent. 

(d) The vectors (1, 1) and (0',0) are dependent because of the zero vector. 

(e) In R2, any three vectors (a, b) and (c, d) and (e, f) are dependent. 

Geometrically, (1, 1) and (-1, -1) are on a line through the origin. They are dependent. 
To use the definition, find numbers Xl and X2 so that Xl(1, 1) + x2(-I,-I) = (0,0). 
This is the same as solving Ax = 0: 

[ 11 -_11] [XX21] -- [00] for X I = 1 and X2 = 1. 

The columns are dependent exactly when there is a nonzero vector in the nulispace. 
If one of the v's is the zero vector, independence has no chance. Why not? 
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Three vectors in R2 cannot be independent! One way to see this: the matrix A with 
those three columns must have a free variable and then a special solution to Ax = O. 
Another way: If the first two vectors are independent, some combination will produce the 
third vector. See the second highlight below. 

Now move to three vectors in R3. If one of them is a multiple of another one, these 
vectors are dependent. But the complete test involves all three vectors at once. We put 
them in a matrix and try to solve Ax = O. 

Example 1 The columns of this A are dependent. Ax = 0 has a nonzero solution: 

The rank is only r = 2. Independent columns produce full column rank r = n = 3. 
In that matrix the rows are also dependent. Row 1 minus row 3 is the zero row. For a 

square matrix, we will show that dependent columns imply dependent rows. 

Question How to find that solution to Ax = O? The systematic way is elimination. 

A = U ! n reduces to R = [~ ! -n 
The solution x = (-3,1, 1) was exactly the special solution. It shows how the free column 
(column 3) is a combination of the pivot columns. That kills independence! 

'>: ' ~, ~ ::,',:. ::':' : : .. ; : 
'.'''-- -

One case is of special importance because it is clear from the start. Suppose seven 
columns have five components each (m = 5 is less than n = 7). Then the columns must 
be dependent. Any seven vectors from R5 are dependent. The rank of A cannot be larger 
than 5. There cannot be more than five pivots in five rows. Ax = 0 has at least 7 - 5 = 2 
free variables, so it has nonzero solutions-which means that the columns are dependent. 

. Any·set()f,;~;,y¢q~()~~sR~.mji~t·~e·tni¢:ilt~y'~i¢~¢j~~ij~iif.'~~,)nf.'.~ . 
.. ;. _'. __ .,-, ~ __ ."~'~!::.o::"'.'.-:.:.;,_:: : :"-::"_": .. ' ... \'\:_J:,~ ___ ,:.,;_,_,, ___ ',~ ;.;, _'./' __ "'" ·'c .•.• ':: •. '. ..-'. "_~"v: 

This type of matrix has more columns than rows-it is short and wide. The columns are 
certainly dependent if n > m, because Ax = 0 has a nonzero solution. 

The columns might be dependent or might be independent if n < m. Elimination will 
reveal the r pivot columns. It is those r pivot columns that are independent. 

Note Another way to describe linear dependence is this: "One vector is a combination 
of the other vectors." That sounds clear. Why don't we say this from the start? Our 
definition was longer: "Some combination gives the zero vector, other than the trivial 
combination with every x = 0." We must rule out the easy way to get the zero vector. 
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That trivial combination of zeros gives every author a headache. If one vector is a combi
nation of the others, that vector has coefficient x = 1. 

The point is, our definition doesn't pick out one particular vector as gUilty. All columns 
of A are treated the same. We look at Ax = 0, and it has a nonzero solution or it hasn't. In 
the end that is better than asking if the last column (or the first, or a column in the middle) 
is a combination of the others. 

Vectors that Span a Subspace 

The first subspace in this book was the column space. Starting with columns v I, ... , V n , 

the subspace was filled out by including all combinations Xl VI + ... + XnVn • The column 
space consists of all combinations Ax of the columns. We now introduce the single word 
"span" to describe this: The column space is spanned by the columns. 

.' 

;·])~FINITIQN'··.A<seto~V~¢tQf~sl!ait~~'spa¢¢···ifih.¢l1-Jih¢~t¢ombffia.tionsfiUtli~'·$p~ce. 

The columns of a matrix span its column space. They might be dependent. 

Example 2 VI = [~] a~d V2 = [~] span the full two-dimensional space R2. 

Example 3 VI = [~J. V2 = [~J. V3 = [~] also span the full space R2. 

Example 4 WI = D] and W2 = [ =~] only span a line in R2. So does WI by itself. 

Think of two vectors coming out from (0,0,0) in 3-dimensional space. Generally they 
span a plane. Your mind fills in that plane by taking linear combinations. Mathematically 
you know other possibilities: two vectors could span a line, three vectors could span all of 
R3 , or only a plane. It is even possible that three vectors span only a line, or ten vectors 
span only a plane. They are certainly not independent! 

The columns span the column space. Here is a new subspace-which is spanned by the 
rows. The combinations of the rows produce the "row space". 

D:EFINrtlClN.Th¢i;i!l:V~;'p(:e"pf·fl·m~trlx:i~ .. tl1y •. subspace.of J.ln. spanneq'Qyther(»Y~. 
'. The row space of A is C (AT). It is the column space of AT. 

The rows of an m by n matrix have n components. They are vectors in Rn-or they 
would be if they were written as column vectors. There is a quick way to fix that: Transpose 
the matrix. Instead of the rows of A, look at the columns of AT. Same numbers, but now 
in the column space C (AT). This row space of A is a subspace of Rn • 
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Example 5 Describe the column space and the row space of A. 

[1 4] [1 2 3] A = ; ; and AT = 4 7 5 . Here m = 3 and n = 2. 

The column space of A is the plane in R3 spanned by the two columns of A. The row space 
of A is spanned by the three rows of A (which are columns of AT). This row space is all 
of R2. Remember: The rows are in Rn spanning the row space. The columns are in Rm 

spanning the column space. Same numbers, different vectors, different spaces. 

A Basis for a Vector Space 

Two vectors can't span all of R 3 , even if they are independent. Four vectors can't be 
independent, even if they span R3. We want enough independent vectors to span the 
space (and not more). A "basis" is just right. 

·D'EFINtriClN.·····A..··b4$i's·f()r;a.v~ctor·spaceisa~~qll~ll¢~qf.ve~t~ts witAtwoj~r8p¢i-tie:s: 

. The basis vectors are linearly independent and they span the space. 

This combination of properties is fundamental to linear algebra. Every vector v in the space 
is a combination of the basis vectors, because they span the space. More than that, the com
bination that produces v is unique, because the basis vectors VI, ... ,Vn are independent: 

There is one and only one way to write v as a combination of the basis vectors. 

Reason: Suppose V = alVI +···+anvn and also V = b1Vl +···+bnvn. By subtraction 
(al -bt}Vl + ... + (an - bn)vn is the zero vector. From the independence of the v's, each 
ai - hi = O. Hence ai ='hi , and there are not two ways to produce v. 

Example 6 The columns of I = [~ ~] produce the "standard basis" for R2. 

The basis vectors i = [~] and j = [~] are independent. They span R 2 . 

Everybody thinks of this basis first. The vector i goes across and j goes straight up. The 
columns of the 3 by 3 identity matrix are the standard basis i, j , k. The columns of the n 
by n identity matrix give the "standard basis" for Rn. 

Now we find many other bases (infinitely many). The basis is not unique! 
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Example 7 (Important) The columns of every invertible n by n matrix give a basis for Rn: 

Invertible matrix [ 1 0 0] Singular matrix [ 1 0 1 ] 
Independent columns A = 1 I 0 Dependent columns B = 1 1 2 . 
Column space is R3 1 1 1 Column space =1= R3 I 1 2 

The only solution to Ax = 0 is x = A-10 = O. The columns are independent. They span 
the whole space Rn-because every vector b is a combination of the columns. Ax = b can 
always be solved by x = A-I b. Do you see how everything comes together for invertible 
matrices? Here it is in one sentence: 

'Tlfeye~tot$)V]"'."~h,'3,te~basisl(JrR1J' ex~c~Y'whei1the~areJhe(;Qlu:mns.()f(i.#1tbY 
nJnV~iftibl(l·mat4t,.Tl1lJSR~ha~jnfjnitelY:1D~y:differentl:)ases. " 

" - '.:. - ",' ',- -., -," - -, ,-,- ,- -_ .... ,',,' '-', .- '--'-- ".",- ,- .-.-,.'. -: ':'.--- , -' ',\'.-. - '.' ,"". 

When the columns are dependent, we keep only the pivot columns-the first two columns 
of B above, with its two pivots. They are independent and they span the column space. 

l'he,Pivot(;olum1ts()fA·a.re(l.blJSislotitsC()lJtmnsPJ~.~¢~'"Th~. Fii¥Qtrpy,rs .qf'A.a:re ·.~b~sis 
for its roW space.Sb,'are!hepivotrowsof itsechel()ntofm"R." 

Example 8 This matrix is not invertible. Its columns are not a basis for anything! 

One pivot column 
One pivot row (r = I) A = [~ :] reduces to R = [b ~]. 

Column 1 of A is the pivot column. That column alone is a basis for its column space. 
The second column of A would be a different basis. So would any nonzero multiple of that 
column. There is no shortage of bases. One definite choice is the pivot columns. 

Notice that the pivot column (1,0) of this R ends in zero. That column is a basis for 
the column space of R, but it doesn't belong to the column space of A. The column spaces 
of A and R are different. Their bases are different. (Their dimensions are the same.) 

The row space of A is the same as the row space of R. It contains (2,4) and (1,2) and 
all other mUltiples of those vectors. As always, there are infinitely many bases to choose 
from. One natural choice is to pick the nonzero rows of R (rows with a pivot). So this 
matrix A with rank one has only one vector in the basis: 

Basis for the column space: [ ~]. Basis for the row space: [ ; ] . 

The next chapter will come back to these bases for the column space and row space. We 
are happy first with examples where the situation is clear (and the idea of a basis is still 
new). The next example is larger but still clear. 

Example 9 Find bases for the column and row spaces of this rank two matrix: 

[

1 2 
R = 0 0 

o 0 

o 3] 
I 4 . 
o 0 
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Columns 1 and 3 are the pivot columns. They are a basis for the column space (of R!). 
The vectors in that column space all have the form b = (x, y, 0). The column space of 
R is the "xy plane" inside the full 3-dimensional xy z space. That plane is not R2, it is a 
subspace of R3. Columns 2 and 3 are also a basis for the same column space. Which pairs 
of columns of R are not a basis for its column space? 

The row space of R is a subspace of R4. The simplest basis for that row space is the 
two nonzero rows of R. The third row (the zero vector) is in the row space too. But it is 
not in a basis for the row space. The basis vectors must be independent. 

. -.-.'.' -~ - -;;-:: -; . 

· .. gll~$'iqJ1./~V~~~~~;;Y~~tp¥s.~JJJ,'.'hOlY4QW:Q~Jj~tl;4"4~i(fii,.t1!~~J!qC~.;t~if~$J)~nt ... ·· 
~' .,'~. : . .'.-'.;.',~ . _ '~',~' •• _ -.,,~,:::-~. ~ \;' _ ._ :. __ . '. . •. ',0:-:" ',:". '., -.. \,:>'< ~·<L},::~ L_'~:~:-::' :;".: '. ",>:.>:,' , -;.' ~", ---- '. 

First answer Make them the rows of A, and eliminate to find the nonzero rows of R. 
Second answer Put the five vectors into the columns of A. Eliminate to find the pivot 
columns (of A not R). The program colbasis uses the column numbers from pivcol. 

Could another basis have more vectors, or fewer? This is a crucial question with a good 
answer: No. All bases/or a vector space contain the same number o/vectors. 

The number 0/ vectors, in any and every basis, is the "dimension" 0/ the space. 

Dimension of a Vector Space 

We have to prove what was just stated. There are many choices for the basis vectors, but 
the number of basis vectors doesn't change. 

·IT}'tii,.,~':;V;V1ffiijn~/w'b.·j:;'··~ .• ··W,itU~l'eH~t1i~)i§e$'f6f.,it~~,§'~W~'y~~tQt~~~~~~~:m~Qi·wt'·', •• ·•·•• •.• ·'.nr·' 
! '. . _,';,,: . '__ ~ .. ~-'r~: ::~. " ' '~,,'-' '_' .. : .. :, . ~ __ "~,.~; ;.;:.:; ,'.>;._~ ;: _' ~ _h .: •• ~. <:~' ... ,':"._ ... ,. ., .,." .,,, ,.'.". -.. '," .. ' •. _.. . ',:,,_ ~ ,; .. '... M'·, .::-',-\ -: • , •• { .. .: :-,~ ;:.,' '. ,". ,'.; • 

Proof Suppose that there are more w's than v's. From n > m we want to reach a con
tradiction. The v's are a basis, so WI must be a combination of the v's. If WI equals 
all VI + ... + amI v m , this is the first column of a matrix multiplication VA: 

Each W isa 
combination 
of the v's 

a
ln

] : = VA. 

amn 

We don't know each aij, but we know the shape of A (it is m by n). The second vector 
W2 is also a combination of the v's. The coefficients in that combination fill the second 
column of A. The key is that A has a row for every v and a column for every w. A is a 
short wide matrix, since we assumed n > m. So Ax = 0 has a nonzero solution. 

Ax = 0 gives VAx = 0 which is Wx = O. A combination of the w's gives zero! Then 
the w's could not be a basis-our assumption n > m is not possible for two bases. 

If m > n we exchange the v's and w's and repeat the same steps. The only way to 
avoid a contradiction is to have m = n. This completes the proof that m = n. 

The number of basis vectors depends on the space-not on a particular basis. The 
number is the same for every basis, and it counts the "degrees of freedom" in the space. 



3.5. Independence, Basis and Dimension 175 

The dimension of the space Rn is n. We now introduce the important word dimension 
for other vector spaces too. 

"', ',""-.\ . II 

;:~~.~l~'t:'~tI: 

This matches our intuition. The line through v = (1,5,2) has dimension one. It is a sub
space with this one vector v in its basis. Perpendicular to that line is the plane 
x + 5y + 2z = O. This plane has dimension 2. To prove it, we find a basis (-5, 1,0) 
and (-2,0,1). The dimension is 2 because the basis contains two vectors. 

The plane is the nullspace of the matrix A = [1 5 2], which has two free variables. 
Our basis vectors (-5,1,0) and (-2,0,1) are the "special solutions" to Ax = O. The 
next section shows that the n - r special solutions always give a basis for the nullspaee. 
C (A) has dimension r and the nullspace N (A) has dimension n - r. 

Note about the language of linear algebra We never say "the rank of a space" or "the 
dimension of a basis" or "the basis of a matrix". Those terms have no meaning. It is the 
dimension of the column space that equals the rank of the matrix. 

Bases for Matrix Spaces and Function Spaces 

The words "independence""and "basis" and "dimension" are not at all restricted to column 
vectors. We can ask whether three matrices A I, A2 , A3 are independent. When they are in 
the space of all 3 by 4 matrices, some combination might give the zero matrix. We can also 
ask the dimension of the full 3 by 4 matrix space. (It is 12.) 

In differential equations, d 2 Y / dx2 = y has a space of solutions. One basis is y = eX 
and y = e-x . Counting the basis functions gives the dimension 2 for the space of all 
solutions. (The dimension is 2 because of the second derivative.) 

Matrix spaces and function spaces may look a little strange after Rn. But in some 
way, you haven't got the ideas of basis and dimension straight until you can apply them to 
"vectors" other than column vectors. 

Matrix spaces The vector space M contains all 2 by 2 matrices. Its dimension is 4. 

Those matrices are linearly independent. We are not looking at their columns, but at the 
whole matrix. Combinations of those four matrices can produce any matrix in M, so they 
span the space: 

Every A combines 
the basis matrices 

A is zero only ifthe e's are all zero-this proves independence of AI, A2 , A3, A4 • 
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The three matrices AI, A2 , A4 are a basis for a subspace-the upper triangular 
matrices. Its dimension is 3. A 1 and A4 are a basis for the diagonal matrices. What is 
a basis for the symmetric matrices? Keep Al and A4, and throw in A2 + A3 • 

To push this further, think about the space of all n by n matrices. One possible basis 
uses matrices that have only a single nonzero entry (that entry is 1). There are n2 positions 
for that 1, so there are n2 basis matrices: 

The dimension of the whole n by n matrix space is n2 • 

The dimension of the subspace of upper triangular matrices is ~ n 2 + ~ n. 

The dimension of the subspace of diagonal matrices is n. 

The dimension of the subspace of symmetric matrices is ~n2 + ~n (why?). 

Function spaces The equations d 2y / dx2 = 0 and d 2y / dx2 = -y and d 2y / dx2 = y 
involve the second derivative. In calculus we solve to find the functions y(x): 

y" = 0 
y" =-y 
y" = y 

is solved by any linear function y = ex + d 
is solved by any combination y = e sin x + d cos x 
is solved by any combination y = eex + de-X. 

That solution space for y" = -y has two basis functions: sinx and cosx. The space 
for y" = 0 has x and 1. It is the "nullspace" of the second derivative! The dimension is 2 
in each case (these are second-order equations). 

The solutions of y" = 2 don't form a subspace-the right side b = 2 is not zero. A 
particular solution is y(x) = x 2 • The complete solution is y(x) = x 2 + ex + d. All 
those functions satisfy y" = 2. Notice the particular solution plus any function ex + d 
in the nUllspace. A linear differential equation is like a linear matrix equation Ax = b. 
But we solve it by calculus instead of linear algebra. 

We end here with the space Z that contains only the zero vector. The dimension of this 
space is zero. The empty set (containing no vectors) is a basis for Z. We can never allow 
the zero vector into a basis, because then linear independence is lost. 

• REVIEW OF THE KEY IDEAS • 

1. The columns of A are independent if x = 0 is the only solution to Ax = O. 

2. The vectors VI, ... , Vr span a space if their combinations fill that space. 

3. A basis consists of linearly independent vectors that span the space. Every vector 
in the space is a unique combination of the basis vectors. 

4. All bases for a space have the same number of vectors. This number of vectors in a 
basis is the dimension of the space. 

5. The pivot columns are one basis for the column space. The dimension is r. 
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• WORKED EXAMPLES • 

3.5 A Start with the vectors VI = (1,2,0) and 'V2 = (2,3,0). (a) Are they linearly 
independent? (b) Are they a basis for any space? (c) What space V do they span? 
(d) What is the dimension of V? (e) Which matrices A have V as their column space? 
(f) Which matrices have Vas their nullspace? (g) Describe all vectors V3 that complete 
a basis VI, V2, V3 for R3. 

Solution 

(a) VI and V2 are independent-the only combination to give 0 is OVI + OV2. 

(b) Yes, they are a basis for the space they span. 

(c) That space V contains all vectors (x, y, 0). It is the x y plane in R 3• 

(d) The dimension of V is 2 since the basis contains two vectors. 

(e) This V is the column space of any 3 by n matrix A of rank 2, if every column is a 
combination of V I and V2. In particular A could just have columns V 1 and V2. 

(f) This V is the nullspace of any m by 3 matrix B of rank 1, if every row is a multiple 
of (0, 0,1). In particular take B = [0 ° 1]. Then BVI = 0 and BV2 = O. 

(g) Any third vector V3 = (a, b, c) will complete a basis for R3 provided c =f:. 0. 

3.5 B Start with three independent vectors WI, W2, W3. Take combinations of those 
vectors to produce VI, V2, V3. Write the combinations in matrix form as V = WM: 

~~ :~ ! 2:~ + W3 which is [VI V2 V3] = [WI W2 W3] [o~ 211 °c1 ] 
V3 = W2 + CW3 

What is the test on a matrix V to see if its columns are linearly independent? If c =f:. 1 show 
that V I, V2, V3 are linearly independent. If c = 1 show that the V's are linearly dependent. 

Solution The test on V for independence of its columns was in our first definition: 
The nullspace of V must contain only the zero vector. Then x = (0,0,0) is the only 
combination of the columns that gives V x = zero vector. 

If c = I in our problem, we can see dependence in two ways. First, VI + V3 will be 
the same as V2. (If you add WI + W2 to W2 + W3 you get WI + 2W2 + W3 which is V2.) 

In other words VI - V2 + V3 = O-which says that the V's are not independent. 
The other way is to look at the nullspace of M. If c = 1, the vector x = (I, -I, I) is in 

that nullspace, and M x = O. Then certainly W M x = 0 which is the same as V x = 0. So 
the V's are dependent. This specific x = (1, -1, I) from the nullspace tells us again that 
VI - V2 + V3 = O. 
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Now suppose C -=f:. 1. Then the matrix M is invertible. So if x is any nonzero vector we 
know that M x is nonzero. Since the w's are given as independent, we further know that 
W M x is nonzero. Since V = W M, this says that x is not in the nullspace of V. In other 
words VI, V2, V3 are independent. 

The general rule is "independent v's from independent w's when M is invertible". 
And if these vectors are in R3, they are not only independent-they are a basis for R3. 
"Basis of v's from basis of w's when the change of basis matrix M is invertible." 

3.5 C (Important example) Suppose VI, ... , Vn is a basis for Rn and the n by n matrix 
A is invertible. Show that Av 1, ... , AVn is also a basis for Rn. 

Solution In matrix language: Put the basis vectors VI. ... ,Vn in the columns of an 
invertible(!) matrix V. Then AVI, ... , AVn are the columns of AV. Since A is invertible, 
so is A V and its columns give a basis. 

In vector language: Suppose ClAVI + ... + cnAvn = O. This is Av = 0 with 
V = CIVI + .. ·+cnvn. Multiply by A-I to reach V = O. By linear independence of the v's, 
all Ci = O. This shows that the Av's are independent. 

To show that the Av's span Rn , solve ClAVI + ... + cnAvn = b which is the same as 
Cl VI + ... + CnVn = A-lb. Since the v's are a basis, this must be solvable. 

Problem Set 3.5 

Questions 1-10 are about linear independence and linear dependence. 

1 Show that VI, V2. V3 are independent but VI, V2, V3, V4 are dependent: 

Solve ci VI + C2V2 + C3V3 + C4V4 = 0 or Ax = O. The v's go in the columns of A. 

2 (Recommended) Find the largest possible number of independent vectors among 

1 1 1 0 0 0 
-1 0 0 1 1 0 

VI = 
0 V2 = -1 V3 = 0 V4 = -1 V5 = 0 

1)6 = 
1 

0 0 -1 0 -1 -1 

3 Prove that if a = 0 or d = 0 or f = 0 (3 cases), the columns of U are dependent: 
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4 If a, d, f in Question 3 are all nonzero, show that the only solution to U x = 0 is 
x = O. Then the upper triangular U has independent columns. 

5 Decide the dependence or independence of 

(a) the vectors (1,3,2) and (2, 1,3) and (3,2, 1) 

(b) the vectors (1, -3, 2) and (2, 1, -3) and (-3,2,1). 

6 Choose three independent columns of U. Then make two other choices. Do the same 
for A. 

2 3 4 1 2 3 4 1 

U= 0 6 7 0 
and A= 

0 6 7 0 
0 0 0 9 0 0 0 9 
0 0 0 0 4 6 8 2 

7 If WI, W 2, W 3 are independent vectors, show that the differences v I = W 2 - W 3 and 
V2 = WI - W3 and V3 = WI - W2 are dependent. Find a combination of the V's that 
gives zero. Which matrix A in [VI V2 V3] = [WI W2 W3] A is singular? 

8 If WI, W2, W3 are independent vectors, show that the sums VI = W2 + W3 and 
V2 = WI + W3 and V3 = WI + W2 are independent. (Write CI VI +C2V2 +C3V3 = 0 
in terms of the w's. Find and solve equations for the c's, to show they are zero.) 

9 Suppose VI. V2, V3, v~ are vectors in R3. 

(a) These four vectors are dependent because __ 

(b) The two vectors V I and V2 will be dependent if __ 

(c) The vectors VI and (0,0,0) are dependent because __ 

10 Find two independent vectors on the plane x + 2 y - 3z - t = 0 in R4. Then find three 
independent vectors. Why not four? This plane is the nullspace of what matrix? 

Questions 11-15 are about the space spanned by a set of vectors. Take all linear com
binations of the vectors. 

11 Describe the subspace of R3 (is it a line or plane or R3?) spanned by 

(a) the two vectors (1, 1, -1) and (-1, -1,1) 

(b) the three vectors (0, 1, 1) and (1, 1,0) and (0,0,0) 

(c) all vectors in R3 with whole number components 

(d) all vectors with positive components. 

12 The vector b is in the subspace spanned by the columns of A when has a 
solution. The vector c is in the row space of A when has a solution. 

True or false: If the zero vector is in the row space, the rows are dependent. 
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13 Find the dimensions of these 4 spaces. Which two of the spaces are the same? (a) col
umn space of A, (b) column space of U, (c) row space of A, (d) row space of U: 

A = [i ~ J] and U = [~ ~ n 
14 v + wand v - ware combinations of v and w. Write v and w as combinations of 

v + wand v - w. The two pairs of vectors the same space. When are they a 
basis for the same space? 

Questions 15-25 are about the requirements for a basis. 

15 If VI, ... , Vn are linearly independent, the space they span has dimension __ 
These vectors are a for that space. If the vectors are the columns of an m by 
n matrix, then m is than n. If m = n, that matrix is __ 

16 Find a basis for each of these subspaces of R 4 : 

(a) All vectors whose components are equal. 

(b) All vectors whose components add to zero. 

(c) All vectors that are perpendicular to (1, 1,0,0) and (1,0,1,1). 

(d) The column space and the nullspace of I (4 by 4). 

17 Find three different bases for the column space of U = [A ~ A ~ A]. Then find two 
different bases for the row space of U. 

18 Suppose VI, V2, ... , V6 are six vectors in R4. 

(a) Those vectors (do)(do not)(might not) span R4. 

(b) Those vectors (are)(are not)(might be) linearly independent. 

(c) Any four ofthose vectors (are)(are not)(might be) a basis for R4. 

19 The columns of A are n vectors from Rm. If they are linearly independent, what is 
the rank of A? If they span Rm , what is the rank? If they are a basis for Rm , what 
then? Looking ahead: The rank r counts the number of columns. 

20 Find a basis for the plane x - 2 Y + 3z = ° in R 3 • Then find a basis for the intersection 
of that plane with the x y plane. Then find a basis for all vectors perpendicular to the 
plane. 

21 Suppose the columns of a 5 by 5 matrix A are a basis for R5. 

(a) The equation Ax = 0 has only the solution x = 0 because __ 

(b) If b is in R5 then Ax = b is solvable because the basis vectors R5. 

Conclusion: A is invertible. Its rank is 5. Its rows are also a basis for R5. 
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22 Suppose S is a 5-dimensional subspace of R6. True or false (example if false): 

(a) Every basis for S can be extended to a basis for R6 by adding one more vector. 

(b) Every basis for R 6 can be reduced to a basis for S by removing one vector. 

23 U comes from A by subtracting row 1 from row 3: 

and u=G 3 2] 
1 1 . 
o 0 

Find bases for the two column spaces. Find bases for the two row spaces. Find bases 
for the two nUllspaces. Which spaces stay fixed in elimination? 

24 True or false (give a good reason): 

(a) If the columns of a matrix are dependent, so are the rows. 

(b) The column space of a 2 by 2 matrix is the same as its row space. 

(c) The column space of a 2 by 2 matrix has the same dimension as its row space. 

(d) The columns of a matrix are a basis for the column space. 

25 For which numbers c and d do these matrices have rank 2? 

[

'1 2 5 0 
A= 0 0 c 2 

000 d ~] and B = [~ ~l 

Questions 26-30 are about spaces where the "vectors" are matrices. 

26 Find a basis (and the dimension) for each of these subspaces of 3 by 3 matrices: 

(a) All diagonal matrices. 

(b) All symmetric matrices (AT = A). 

(c) All skew-symmetric matrices (AT = -A). 

27 Construct six linearly independent 3 by 3 echelon matrices U1, ••• , U6. 

28 Find a basis for the space of all 2 by 3 matrices whose columns add to zero. Find a 
basis for the subspace whose rows also add to zero. 

29 What subspace of 3 by 3 matrices is spanned (take all combinations) by 

(a) the invertible matrices? 

(b) the rank one matrices? 

(c) the identity matrix? 

30 Find a basis for the space of 2 by 3 matrices whose nullspace contains (2, 1, 1). 
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Questions 31-35 are about spaces where the "vectors" are functions. 

31 (a) Find all functions that satisfy * = O. 

(b) Choose a particular function that satisfies * = 3. 

(c) Find all functions that satisfy ~~ = 3. 

32 The cosine space F3 contains all combinations y(x) = A cos x+B cos 2x+C cos 3x. 
Find a basis for the subspace with y (0) = o. 

33 Find a basis for the space of functions that satisfy 

(a) ~~ -2y = 0 

(b) ~~ - f = O. 

34 Suppose Yl (x), Y2(X), Y3(X) are three different functions of x. The vector space 
they span could have dimension 1, 2, or 3. Give an example of Yl, Y2, Y3 to show 
each possibility. 

35 Find a basis for the space of polynomials p(x) of degree < 3. Find a basis for the 
subspace with p(1) = O. 

36 Find a basis for -the space S of vectors (a, b, c, d) with a + c + d = 0 and also for 
the space T with a + b = 0 and c = 2d. What is the dimension of the intersection 
SnT? 

37 If AS = SA for the shift matrix S, show that A must have this special form: 

If [~ ! i] [~ b ~] = [~ b ~] [~ ! i] then A = [~ : 
g hi 000 000 g h i 00 

"The subspace of matrices that commute with the shift S has dimension __ " 

38 Which of the following are bases for R 3? 

(a) (1,2,0) and (0, 1,-1) 

(b) (1,1, -1), (2,3,4), (4,1, -1), (0,1, -1) 

(c) (1,2,2),(-1,2,1),(0,8,0) 

(d) (1,2,2),(-1,2,1),(0,8,6) 

39 Suppose A is 5 by 4 with rank 4. Show that Ax = b has no solution when the 5 by 5 
matrix [A b] is invertible. Show that Ax = b is solvable when [A b] is singular. 

40 (a) Find a basis for all solutions to d 4 y /dx 4 = y(x). 
(b) Find a particular solution to d 4 Y / dx4 = Y (x) + 1. Find the complete solution. 
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Challenge Problems 

41 Write the 3 by 3 identity matrix as a combination of the other five permutation 
matrices! Then show that those five matrices are linearly independent. (Assume a 
combination gives CI PI + ... + Cs Ps = zero matrix, and check entries to prove Ci 

is zero.) The five permutations are a basis for the subspace of 3 by 3 matrices with 
row and column sums all equal. 

42 Choose x = (XI,X2,X3,X4) in R4. It has 24 rearrangements like (X2,XI,X3,X4) 

and (X4, X3, Xl, X2). Those 24 vectors, including x itself, span a subspace S. Find 
specific vectors x so that the dimension of S is: (a) zero, (b) one, (c) three, (d) four. 

43 Intersections and sums have dim(V) + dim(W) = dim(V n W) + dim (V + W). 
Start with a basis Ul> ••. , U r for the intersection V n W. Extend with Vb . .. , Vs 

to a basis for V, and separately with WI, ... , Wt to a basis for W. Prove that the u's, 
v's and w's together are independent. The dimensions have (r + s) + (r + t) = 
(r) + (r + s + t) as desired. 

44 Mike Artin suggested a neat higher-level proof of that dimension formula in Prob
lem 43. From all inputs V in V and w in W, the "sum transformation" produces v+w. 
Those outputs fill the space V + W. The nullspace contains all pairs v = u, W = -u 
for vectors u in V n W. (Then v + W = u - u = 0.) So dim(V + W) + dim(V n W) 
equals dim(V) + dimeW) (input dimension/rom V and W) by the crucial formula 

dimension of outputs + dimension of nullspace = dimension of inputs. 

Problem For an m by n matrix of rank r, what are those 3 dimensions? Outputs = 
column space. This question will be answered in Section 3.6, can you do it now? 

45 Inside Rn, suppose dimension (V) + dimension (W) > n. Show that some nonzero 
vector is in both V and W. 

46 Suppose A is 10 by 10 and A2 = 0 (zero matrix). This means that the column space 
of A is contained in the, . If A has rank r, those subspaces have dimension 
r < 10 - r. So the rank IS r < 5. 

(This problem was added to the second printing: If A2 = 0 it says that r < n/2.) 
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3.6 Dimensions of the Four Subspaces 

The main theorem in this chapter connects rank and dimension. The rank of a matrix 
is the number of pivots. The dimension of a subspace is the number of vectors in a basis. 
We count pivots or we count basis vectors. The rank of A reveals the dimensions of 
all four fundamental subspaces. Here are the subspaces, including the new one. 

Two subspaces come directly from A, and the other two from AT: 

~'~,~f~'~~~(?(l4~,)a'~U~ij~~~m, 
. ". ~,~~.fl.~~1,~~~~~:is~'(42,a·s~b~JjaC~~.6(~'E~'. 
',j4.."11l&.}J!ft/i"ullsp4cel*$.fN,·(44.WJi~.~.!~q]j;sp~~e;9f;.Ro/ .. ·.~i~is(jtIrnew···.spa¢e·;' 

In this book the column space and nullspace came first. We know C (A) and N (A) pretty 
well. Now the other two subspaces come forward. The row space contains all combinations 
of the rows. This is the column space of AT. 

For the left nullspace we solve AT y = O-that system is n by m. This is the nulls pace 
of AT. The vectors y go on the left side of A when the equation is written as y T A = OT. The 
matrices A and AT are usually different. So are their column spaces and their nUllspaces. 
But those spaces are connected in an absolutely beautiful way. 

Part 1 of the Fundamental Theorem finds the dimensions of the four subspaces. One 
fact stands out: The row space and column space have the same dimension r (the rank of 
the matrix). The other important fact involves the two nullspaces: 

N(A) and N(AT) have dimensions n - rand m - r, to make up thefull nand m. 

Part 2 of the Fundamental Theorem will describe how the four subspaces fit together 
(two in Rn and two in Rm). That completes the "right way" to understand every Ax = h. 
Stay with it-you are doing real mathematics. 

The Four Subspaces for R 

Suppose A is reduced to its row echelon form R. For that special form, the four subspaces 
are easy to identify. We will find a basis for each subspace and check its dimension. Then 
we watch how the subspaces change (two of them don't change!) as we look back at A. 
The main point is that the four dimensions are the same for A and R. 

As a specific 3 by 5 example, look at the four subspaces for the echelon matrix R: 

m = 3 [ 1 3 5 0 7] pivot rows 1 and 2 
n =5 0 0 0 1 2 
r = 2 0 0 0 0 0 pivot columns 1 and 4 

The rank of this matrix R is r = 2 (two pivots). Take the four subspaces in order. 
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Reason: The first two rows are a basis. The row space contains combinations of all three 
rows, but the third row (the zero row) adds nothing new. So rows 1 and 2 span the row 
space C (RT). 

The pivot rows 1 and 2 are independent. That is obvious for this example, and it is 
always true. If we look only at the pivot columns, we see the r by r identity matrix. 
There is no way to combine its rows to give the zero row (except by the combination with 
all coefficients zero). So the r pivot rows are a basis for the row space. 

The dimension of the row space is the rank r. The nonzero rows of R form a basis. 

·2~ •• ThepqlKtljtn.$Pll¢~/QfR~1~pli~s·;4irrt¢nsipI'lr· ..•.... 2;: . 
. , ...' -. ",' '-. 

Reason: The pivot columns 1 and 4 form a basis for C (R). They are independent because 
they start with the r by r identity matrix. No combination of those pivot columns can give 
the zero column (except the combination with all coefficients zero). And they also span the 
column space. Every other (free) column is a combination of the pivot columns. Actually 
the combinations we need are the three special solutions! 

Column 2 is 3 (column 1). The special solution is (-3, 1,0,0,0). 

Column 3 is 5 (column 1). The special solution is (-5,0,1,0,0,). 

Column 5 is 7 (column 1) + 2 (column 4). That solution is (-7,0,0, -2,1). 

The pivot columns are independent, and they span, so they are a basis for C (R). 

The dimension of the column space is the rank r. The pivot columns form a basis. 

'~;f~~%ESifri::~;;k;~:~~;§~~k~~1 
~ - '.-." 

-3 -5 -7 
1 ° ° Rx = 0 has the 

S2 = ° S3 = 1 Ss = ° complete solution 

° ° -2 x = X2S2 + X3S3 + XSSs 

° 0 1 

There is a special solution for each free variable. With n variables and r pivot variables, 
that leaves n - r free variables and special solutions. N (R) has dimension n - r. 
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The nullspace has dimension 12 - r. The special solutions form a basis. 

The special solutions are independent, because they contain the identity matrix in rows 2,3, 
5. All solutions are combinations of special solutions, x = X2S2 + X3S3 + XsSs, because 
this puts X2, X3 and Xs in the correct positions. Then the pivot variables Xl and X4 are 
totally determined by the equations Rx = O. 

':4~."'1lf1~nlil1!p.:,.: ... ; ..•.. ~.:.·.;, •..• ~ ... :.:." ..•.. ~." .. • ..• ~.·.~ ..•• ~.:;~~'(~l!tiJ~it~p~ceof:i{~~~§;:4j"ro~Ilsi@fitil~ir·,·· '\3 
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Reason: The equation RT y = 0 looks for combinations of the columns of RT (the rows 
of R) that produce zero. This equation RT y = 0 or y T R = OT is 

Left nullspace 

Yl [1, 3, 5, 0, 7] 
+Y2[O, 0, 0, I, 2] 
+Y3 [0, 0, 0, 0, 0] 

[0, 0, 0, 0, 0] 

(1) 

The solutions Yl, Y2, Y3 are pretty clear. We need Yl = 0 and Y2 = O. The variable Y3 is 
free (it can be anything). The nullspace of RT contains all vectors y = (0,0, Y3). It is the 
line of all multiples of the basis vector (0,0, 1). 

In all cases R end~ with m - r zero rows. Every combination of these m - r rows 
gives zero. These are the only combinations of the rows of R that give zero, because the 
pivot rows are linearly independent. The left nullspace of R contains all these solutions 
Y = (0,·" ,0, Yr+l, ... ,Ym) to RT Y = O. 

If A is m by 12 of rank r, its left nullspace has dimension In - r. 

To produce a zero combination, y must start with r zeros. This leaves dimension m - r. 
Why is this a "left nullspace"? The reason is that RT y = 0 can be transposed to 

y T R = OT. Now y T is a row vector to the left of R. You see the y's in equation (1) 
multiplying the rows. This subspace came fourth, and some linear algebra books omit 
it-but that misses the beauty of the whole subject. 

i:,~=_.a~".'rtf4;f~~~~~!~:*J' 
So far this is proved for echelon matrices R. Figure 3.5 shows the same for A. 

The Four Subspaces for A 

We have a job still to do. The subspace dimensions for A are the same as for R. 
The job is to explain why. A is now any matrix that reduces to R = rref(A). 

A = [~ ~ ~ ~ ~9] Notice C(A) =1= C(R) 
135 1 

A reduces to R (2) 



3.6. Dimensions of the Four Subspaces 

C(AT) 
dimr 

row space 
allATy 

nullspace 
Ax=O 

N(A) 
dimension n r 

The big picture 

column space 
all Ax 

N(AT) 
dimension m r 

187 

Figure 3.5: The dimensions of the Four Fundamental Subspaces (for R and for A). 

An elimination matrix takes A to R. The big picture (Figure 3.5) applies to both. The 
invertible matrix E is the product of the elementary matrices that reduce A to R: 

A to R and back EA = R and A = E-1 R (3) 

1 A has the same row space as R . Same dimension r and same basis. 

Reason: Every row of A is a combination of the rows of R. Also every row of R is a 
combination of the rows of A. Elimination changes rows, but not row spaces. 

Since A has the same row space as R, we can choose the first r rows of R as a basis. 
Or we could choose r suitable rows of the original A. They might not always be the first r 
rows of A, because those could be dependent. The good r rows of A are the ones that end 
up as pivot rows in R. 

2 The column space of A has dimension r. For every matrix this is essential: 

The number oj independent columns equals the number oj independent rows. 

Wrong reason: "A and R have the same column space." This is false. The columns of 
R often end in zeros. The columns of A don't often end in zeros. The column spaces are 
different, but their dimensions are the same-equal to r. 

Right reason: The same combinations of the columns are zero (or nonzero) for A and R. 
Say that another way: Ax = 0 exactly when Rx = O. The r pivot columns (of both) are 
independent. 

Conclusion The r pivot columns of A are a basis for its column space. 
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3 A has the same nullspace as R. Same dimension n - r and same basis. 

Reason: The elimination steps don't change the solutions. The special solutions are a ba
sis for this nullspace (as we always knew). There are n - r free variables, so the dimension 
of the nullspace is n - r. Notice that r + (n - r) equals n: 

:··-caijfi~ij~~~ij;iijt-~9)~~~;-~~~~~)4-· •• ·taj~~1l~9ff'~f~pyU;$P~(gJ;·.·.····.· · •. ~~Ii$iril$~f.l{.~.-.~ 
4 The left nullspace of A (the nullspace of AT) has dimension m - r. 

Reason: AT is just as good a matrix as A. When we know the dimensions for every A, 
we also know them for AT. Its column space was proved to have dimension r. Since AT is 
n by m, the "whole space" is now Rm. The counting rule for A was r + (n - r) = n. The 
counting rule for AT is r + (m - r) = m. We now have all details of the main theorem: 

:;;;~ii~~WI~#~TfJf~~"~fl,Loj'till~~~~iieki;d~~3di.,: .•. ·, .i· ..... ··· .•. ·· .. ·· 
,;: .... ', ,. : .. :.,' ,,": 'J:- _~., . 

- ,", 

The column space and row space both have dimension r. : 
The nullspaces have dimensions n - rand m - r. 

By concentrating on spaces of vectors, not on individual numbers or vectors, we get these 
clean rules. You will soon take them for granted-eventually they begin to look obvious. 
But if you write down an 11 by 17 matrix with 187 nonzero entries, I don't think most 
people would see why ~hese facts are true: 

Two key facts 
dimension of C (A) = dimension of C (AT) = rank of A 
dimension of C (A) + dimension of N (A) = 17. 

Example 1 A = [1 2 3] has m = 1 and n = 3 and rank r = 1. 

The row space is a line in R3. The nullspace is the plane Ax = Xl + 2X2 + 3X3 = O. This 
plane has dimension 2 (which is 3 -1). The dimensions add to 1 + 2 = 3. 

The columns of this 1 by 3 matrix are in R I! The column space is all of R I. The left 
nullspace contains only the zero vector. The only solution to AT y = 0 is y = 0, no other 
multiple of [1 2 3] gives the zero row. Thus N (AT) is Z, the zero space with dimension 
o (which is m - r). In Rm the dimensions add to 1 + 0 = 1. 

Example 2 A = [~ ! ~] has m = 2 with n = 3 and rank r = 1. 

The row space is the same line through (1,2,3). The nullspace must be the same plane 
Xl + 2X2 + 3X3 = O. Their dimensions still add to 1 + 2 = 3. 

All columns are multiples of the first column (1,2). Twice the first row minus the 
second row is the zero row. Therefore AT y = 0 has the solution y = (2, -1). The column 
space and left nullspace are perpendicular lines in R2. Dimensions 1 + 1 = 2. 

Column space = line through [~] Left nullspace = line through [_ i] . 
If A has three equal rows, its rank is __ . What are two of the y's in its left nullspace? 

The y's in the left nullspace combine the rows to give the zero row. 
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Matrices of Rank One 

That last example had rank r = I-and rank one matrices are special. We can describe 
them all. You will see again that dimension of row space = dimension of column space. 
When r = 1, every row is a multiple of the same row: 

A= 

123 
246 

-3 -6 -9 
000 

equals 

1 
2 

-3 
o 

A column times a row (4 by 1 times 1 by 3) produces a matrix (4 by 3). All rows are multi
ples of the row (1,2,3). All columns are mUltiples of the column (1,2, -3,0). 
The row space is a line in Rn, and the column space is a line in Rm. 

;~r~~\t'f~~>p~,~.~q.~.~If$.!~e.,~p¢~ffllioi-tft;~; ..... · .... i'u.y~· ... , ... ·.,.·:, .. colll1J(1Jtj1n~s.;to,W!".··· 

The columns are multiples of u. The rows are multiples of v T . The nullspace is the plane 
perpendicular to v. (Ax = 0 means that u(vT x) = 0 and then v T x = 0.) It is this 
perpendicularity of the subspaces that will be Part 2 of the Fundamental Theorem. 

• . REVIEW OF THE KEY IDEAS • 

1. The r pivot rows of R are a basis for the row spaces of R and A (same space). 

2. The r pivot columns of A (!) are a basis for its column space. 

3. The n - r special solutions are a basis for the nullspaces of A and R (same space). 

4. The last m - r rows of I are a basis for the left nullspace of R. 

5. The last m - r rows of E are a basis for the left nullspace of A. 

Note about the/our subs paces The Fundamental Theorem looks like pure algebra, but it 
has very important applications. My favorites are the networks in Chapter 8 (often 
I go there for my next lecture). The equation for y in the left nullspace is AT y = 0: 

Flow into a node equals flow out. Kirchhoff's Current Law is the "balance equation". 

This is (in my opinion) the most important equation in applied mathematics. All models in 
science and engineering and economics involve a balance-of force or heat flow or charge 
or momentum or money. That balance equation, plus Hooke's Law or Ohm's Law or some 
law connecting "potentials" to "flows", gives a clear framework for applied mathematics. 

My textbook on Computational Science and Engineering develops that framework, 
together with algorithms to solve the equations: Finite differences, finite elements, 
spectral methods, iterative methods, and multigrid. 
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• WORKED EXAMPLES • 

3.6 A Find bases and dimensions for all four fundamental subspaces if you know that 

[ 
1 ° 0] [1 3 05] A = 2 1 ° ° ° 1 6 = LV = E-

1 
R. 

5 ° I ° ° ° ° 
By changing only one number in R, change the dimensions of all four subspaces. 

Solution This matrix has pivots in columns 1 and 3. Its rank is r = 2. 

Row space Basis (1,3,0,5) and (0,0, 1,6) from R. Dimension 2. 

Column space Basis (1,2, 5) and (0, 1,0) from E-1 (and A). Dimension 2. 

Nullspace Basis (-3, 1,0,0) and (-5,0,-6, 1) from R. Dimension 2. 

Nullspace of AT Basis (-5,0,1) from row 3 of E. Dimension 3 - 2 = 1. 

We need to comment on that left nullspace N (AT). EA = R says that the last row of E 
combines the three rows of A into the zero row of R. So that last row of E is a basis vector 
for the left nUllspace. If R had two zero rows, then the last two rows of E would be a basis. 
(Just like elimination, y T A = OT combines rows of A to give zero rows in R.) 

To change all these dimensions we need to change the rank r. One way to do that is to 
change an entry (any entry) in the zero row of R. 

3.6 B Put four 1 's into a 5 by 6 matrix of zeros, keeping the dimension of its row space 
as small as possible. Describe all the ways to make the dimension of its column space as 
small as possible. Describe all the ways to make the dimension of its nullspace as small as 
possible. How to make the sum of the dimensions of all four subs paces small? 

Solution The rank is 1 if the four 1 's go into the same row, or into the same column. 
They can also go into two rows and two columns (so au = aU = a ji = a jj = 1). 
Since the column space ao.d row space always have the same dimensions, this answers the 
first two questions: Dimension 1. 

The nullspace has its smallest possible dimension 6 - 4 = 2 when the rank is r = 4. 
To achieve rank 4, the l's must go into four different rows and columns. 

You can't do anything about the sum r + (n - r) + r + (m - r) = n + m. It will be 
6 + 5 = 11 no matter how the l's are placed. The sum is 11 even if there aren't any I 's ... 

If all the other entries of A are 2's instead of O's, how do these answers change? 

Problem Set 3.6 

1 (a) If a 7 by 9 matrix has rank 5, what are the dimensions of the four subspaces? 
What is the sum of all four dimensions? 
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(b) If a 3 by 4 matrix has rank 3, what are its column space and left nullspace? 

2 Find bases and dimensions for the four subspaces associated with A and B: 

A = [1 2 4] 
248 [

1 2 4] and B = 2 5 8 . 

3 Find a basis for each of the four subspaces associated with A: 

A = [~ ! ~ ! :] = [! ~ ~] [~ ~ ~ i i]. 
00012 01100000 

4 Construct a matrix with the required property or explain why this is impossible: 

(a) Column space contains U J. [i J. row space contains U], U]' 

(b) Column space has basis [i J, nullspace has basis [} J. 
(c) Dimension of nullspace = 1 + dimension of left nUllspace. 

(d) Left nullspace contains [~], row space contains [i]. 
(e) Row space = coll!mn space, nullspace ::j; left nUllspace. 

5 If V is the subspace spanned by (1,1,1) and (2,1,0), find a matrix A that has 
V as its row space. Find a matrix B that has V as its nullspace. 

6 Without elimination, find dimensions and bases for the four subspaces for 

[0 3 3 3] [1] A = 0 0 0 0 and B = 4 . 
o 1 0 1 5 

7 Suppose the 3 by 3 matrix A is invertible. Write down bases for the four subspaces 
for A, and also for the 3 by 6 matrix B = [A A]. 

8 What are the dimensions of the four subspaces for A, B, and C, if I is the 3 by 3 
identity matrix and 0 is the 3 by 2 zero matrix? 

9 Which subspaces are the same for these matrices of different sizes? 

(a) [A] and [~] (b) [ ~] and [~ ~ ] . 

Prove that all three of those matrices have the same rank r. 
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10 If the entries of a 3 by 3 matrix are chosen randomly between 0 and 1, what are the 
most likely dimensions of the four subspaces? What if the matrix is 3 by 5? 

11 (Important) A is an m by n matrix of rank r. Suppose there are right sides b for 
which Ax = b has no solution. 

(a) What are all inequalities « or <) that must be true between m, n, and r? 

(b) How do you know that AT y = 0 has solutions other than y = O? 

12 Construct a matrix with (1,0,1) and (1,2,0) as a basis for its row space and its 
column space. Why can't this be a basis for the row space and nullspace? 

13 True or false (with a reason or a counterexample): 

(a) If m = n then the row space of A equals the column space. 

(b) The matrices A and -A share the same four subspaces. 

(c) If A and B share the same four subspaces then A is a multiple of B. 

14 Without computing A, find bases for its four fundamental subspaces: 

[ 
L 0 0] [1 2 3 4] 

A= 6 1 0 0 1 2 3 . 
9810012 

15 If you exchange the first two rows of A, which of the four subspaces stay the same? 
If v = (1,2,3,4) is in the left nullspace of A, write down a vector in the left nullspace 
of the new matrix. 

16 Explain why v = (1,0, -1) cannot be a row of A and also in the nUlispace. 

17 Describe the four subspaces of R3 associated with 

'" [0 1 0] 
A = 0 0 1 

000 
and I + A = [~ i !l 

18 (Left nullspace) Add the extra column b and reduce A to echelon form: 

[

1 2 3 b I ] 
[A b] = 4 5 6 b2 

7 8 9 b3 
[

1 2 3 ° -3 -6 
000 

A combination of the rows of A has produced the zero row. What combination is it? 
(Look at b3 - 2b2 + b i on the right side.) Which vectors are in the nullspace of AT 
and which are in the nullspace of A? 
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19 Following the method of Problem 18, reduce A to echelon form and look at zero 
rows. The b column tells which combinations you have taken of the rows: 

[

1 2 
(a) 3 4 

4 6 
(b) 

1 2 
2 3 
2 4 
2 5 

From the b column after elimination, read off m - r basis vectors in the left nUllspace. 
Those y's are combinations of rows that give zero rows. 

20 (a) Check that the solutions to Ax = 0 are perpendicular to the rows: 

[
1 0 0] [4 2 0 1] A = 2 1 0 0 0 1 3 = ER. 
3410000 

(b) How many independent solutions to AT y = O? Why is y T the last row of E-1? 

21 Suppose A is the sum of two matrices of rank one: A = uv T + w z T. 

(a) Which vectors span the column space of A? 

(b) Which vectors span the row space of A? 

(c) The rank is less than 2 if or if __ 

(d) Compute A and its rank if u = z = (1,0,0) and v = w = (0,0,1). 

22 Construct A = uvT + wzT whose column space has basis (1,2,4), (2,2,1) and 
whose row space has basis (1,0), (1,1). Write A as (3 by 2) times (2 by 2). 

23 Without mUltiplying matrices, find bases for the row and column spaces of A: 

[1 2] [3 0 3] 
A= ~ ~ 1 1 2 . 

How do you know from these shapes that A cannot be invertible? 

24 (Important) AT y = d is solvable when d is in which of the four subspaces? The 
solution y is unique when the contains only the zero vector. 

25 True or false (with a reason or a counterexample): 

(a) A and AT have the same number of pivots. 

(b) A and AT have the same left nullspace. 

(c) If the row space equals the column space then AT = A. 

(d) If AT = -A then the row space of A equals the column space. 
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26 (Rank of A B) If A B = C, the rows of C are combinations of the rows of __ 
So the rank of C is not greater than the rank of . Since BT AT = C T , the rank 
of C is also not greater than the rank of __ 

27 If a, b, c are given with a i= 0, how would you choose d so that [~ ~ ] has rank I? 

Find a basis for the row space and nUllspace. Show they are perpendicular! 

28 Find the ranks of the 8 by 8 checkerboard matrix B and the chess matrix C: 

1 0 1 0 1 0 1 0 r n b q k b n r 
0 1 0 1 0 1 0 1 P P P P P P P P 

B= 1 0 1 0 1 0 1 0 and C= four zero rows 
p p p p p p p p 

0 1 0 1 0 1 0 1 r n b q k b n r 

The numbers r, n, b, q, k, p are all different. Find bases for the row space and left 
nullspace of Band C. Challenge problem: Find a basis for the nullspace of C. 

29 Can tic-tac-toe be completed (5 ones and 4 zeros in A) so that rank (A) = 2 but 
neither side passed up a winning move? 

Challenge Problems 

30 If A = uv T is a 2 by 2 matrix of rank 1, redraw Figure 3.5 to show clearly the Four 
Fundamental Subspaces. If B produces those same four subspaces, what is the exact 
relation of B to A? 

31 M is the space of 3 by 3 matrices. Multiply every matrix X in M by 

(a) Which matrices X lead to AX = zero matrix? 

(b) Which matrices have the form AX for some matrix X? 

(a) finds the "nullspace" of that operation AX and (b) finds the "column space". 
What are the dimensions of those two subspaces of M? Why do the dimensions add 
to (n - r) + r = 9? 

32 Suppose the m by n matrices A and B have the same four subs paces. If they are both 
in row reduced echelon form, prove that F must equal G: 

A=[~ ~] B=[~ ~]. 




